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#### Abstract

Joint communication and localization will be a key in beyond 5G networks for emerging context-aware applications such as Internet-of-Things and autonomous vehicles. In particular, millimeter wave (mmWave) networks using a massive number of antennas and large bandwidth are considered for high-rate communication and high-accuracy localization. In mmWave networks, beamforming (BF) and power allocation need to be jointly designed to simultaneously achieve high data rates and high localization accuracies. This paper proposes cooperative BF and power allocation scheme with multiple base stations to maximize the weighted sum rate of mobile stations while guaranteeing position and orientation estimation error bounds. The proposed scheme consists of two stages. In the first stage, pilot overhead is minimized while satisfying the accuracy constraints. In the second stage, the weighted sum rate for data transmission is maximized based on the estimated channel information. Numerical results show that the proposed scheme achieves a larger rate-accuracy region compared to conventional schemes.


Index Terms-Joint communication and localization, millimeter wave, user-centric network, beamforming, power allocation.

## I. Introduction

JOINT communication and localization is expected to be one of the key drivers for beyond 5G wireless applications relying on position information [1]-[3] including autonomy [4]-[6], crowd sensing [7]-[9], smart
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Fig. 1. Joint communication and localization systems with $N_{\mathrm{BS}} \mathrm{BSs}$ and $N_{\text {MS }}$ MSs in mmWave downlink channels.
environments [10]-[12], assets tracking [13]-[15], and the Internet-of-Things (IoT) [16]-[18]. The quality of experience in wireless networks highly depends on both the accuracy of location awareness and the communication capability. The simultaneous provision of communication and localization functionalities is challenged by the fact that they share a limited amount of wireless resources, such as frequency, time, and power. For example, when communication and localization signals are orthogonally transmitted in different time-frequency resources, an increase in the data rate for communication would result in a degradation of localization accuracy and vice versa.

Location awareness can be achieved for both network nodes and unconnected objects, respectively referred to as active [19]-[32] and passive localization [33]-[53]. Active localization [19]-[32] has attracted interest in millimeter wave (mmWave) multiple-input multiple-output (MIMO) systems as accurate estimates of distances and angles are possible by exploiting antenna arrays and large bandwidth (see Fig. 1). Passive localization has been extensively studied for coexistence of radar and communication networks [33]-[39], dual-functional radar-communication systems [39]-[50], and perceptive mobile networks [51]-[53].

MIMO systems have been extensively investigated in the past [54]-[66]. In the context of location-aware beamforming (BF), the trade-off between data rate and localization accuracy
needs careful attention [67]-[69]. In [67], the BF scheme was designed to minimize the transmitted power, while satisfying the rate and positioning error requirements. In [68], the rate maximization problem and the squared positioning error minimization problem were solved for MIMO systems with finiteresolution front-ends. In [69], the effect of power optimization on the rate-accuracy trade-off was investigated assuming perfect channel state information (CSI). The works in [67]-[69] have assumed that localization is performed during data transmission after pilot transmission. However, localization can also be performed together with channel estimation during the pilot transmission period. In this case, the duration of pilot and data transmission periods can be optimized for a given channel coherence time. In addition, analog-digital hybrid BF structure can be considered for efficient implementation of mmWave MIMO systems [70]-[73].

In mmWave networks, it is crucial to develop cooperative BF techniques for user-centric networks where a mobile station (MS) can receive the desired signals from multiple neighboring base stations (BSs). User-centric networks can overcome the link blockage in mmWave channel and the cell-edge problems in conventional cellular network [74]-[76].

The fundamental questions related to joint communication and localization in mmWave networks are the following.

- How to balance the channel utilization of pilot and data signals within a limited time?
- How to allocate data rate and localization accuracy for users in different locations?
The answers to these questions will accelerate the realization of the aforementioned applications in beyond 5G wireless networks. Accordingly, we aim to enlarge the rate-accuracy region of the joint communication and localization system. The main challenge is to jointly design the pilot sequence, BF , and power allocation of multiple BSs and MSs. In particular, it is important to account for channel estimation error and analog-digital hybrid BF structure in realistic mmWave systems.

This paper develops mmWave networks for joint communication and localization, accounting for channel estimation errors and analog-digital hybrid BF structures. The key contributions of this paper are as follows:

- solving the weighted sum rate maximization problem under accuracy constraints with analog-digital hybrid BF;
- deriving the asymptotic rate expression for MIMO systems with imperfect channel estimation; and
- quantifying the gain of the proposed scheme over benchmark schemes in terms of the rate-accuracy region.
The remaining sections are organized as follows: Section II describes the system model. Section III introduces the performance metrics. Section IV presents the proposed scheme. Section V shows the simulation results. Finally, Section VI gives our conclusions.

Notations: Random variables are displayed in sans serif, upright fonts; their realizations in serif, italic fonts. Vectors and matrices are denoted by bold lowercase and uppercase letters, respectively. For example, a random variable and its realization are denoted by X and $x$ for scalars, $\mathbf{x}$ and $\boldsymbol{x}$ for vectors, and $\mathbf{X}$ and $\boldsymbol{X}$ for matrices. A random set and its realization are denoted
by $X$ and $\mathcal{X}$, respectively. The $m$-dimensional vector of ones is denoted by $\mathbf{1}_{m}$. The $m$-by- $m$ identity matrix is denoted by $\boldsymbol{I}_{m}$. The $i$ th element of $\boldsymbol{x}$ is denoted by $[\boldsymbol{x}]_{i}$, and the $i$ th row and $j$ th column of $\boldsymbol{X}$ is denoted by $[\boldsymbol{X}]_{i, j}$, where an index can be substituted by a range, i.e. $a: b$, representing a set of consecutive indices from $a$ to $b$. The transpose, conjugate, and conjugate transpose are denoted by $(\cdot)^{\mathrm{T}},(\cdot)^{*}$, and $(\cdot)^{\dagger}$, respectively. The matrix inequality $\boldsymbol{X} \succcurlyeq \boldsymbol{Y}$ means that $\boldsymbol{X}-\boldsymbol{Y}$ is positive semidefinite. The real and imaginary parts of a complex number are denoted by $\Re\{\cdot\}$ and $\Im\{\cdot\}$, respectively. The expectation is denoted by $\mathbb{E}\{\cdot\}$. The generalized delta function $\delta(x)$ is defined as $\delta(x)=1$ for $x=0$ and $\delta(x)=0$ for $x \neq 0$. The estimated version of x is denoted by $\widehat{x}$.

## II. System Model

This section describes the system operation for joint communication and localization. The mathematical representations for mmWave channel and received signals are also presented here, which are used for defining performance metrics and developing algorithms in the next sections.

## A. Joint Communication and Localization in User-Centric mmWave Networks

Consider a joint communication and localization network with $N_{\mathrm{BS}}$ BSs each with $N_{\mathrm{tx}}$ transmitting antennas at known positions, denoted by $\boldsymbol{q}_{1}, \boldsymbol{q}_{2}, \ldots, \boldsymbol{q}_{N_{\mathrm{BS}}}$ with known orientation angles of $\left(\phi_{n}^{\mathrm{t}}, \theta_{n}^{\mathrm{t}}\right)$ for $n=1,2, \ldots, N_{\mathrm{BS}}$. The network consists also of $N_{\mathrm{MS}}$ MSs each with $N_{\mathrm{rx}}$ receiving antennas at unknown positions, denoted by $\boldsymbol{p}_{1}, \boldsymbol{p}_{2}, \ldots, \boldsymbol{p}_{N_{\mathrm{MS}}}$ with unknown orientation angles of $\left(\phi_{k}^{\mathrm{r}}, \theta_{k}^{\mathrm{r}}\right)$ for $k=1,2, \ldots, N_{\mathrm{MS}}$. As illustrated in Fig. 1, the BSs cooperatively transmit the signals to the MSs in mmWave downlink channels. Within a channel coherence time $T_{\mathrm{c}}$ the pilot symbols and data symbols are transmitted, respectively over periods $T_{\mathrm{p}}$ and $T_{\mathrm{d}}$, with $T_{\mathrm{c}}=T_{\mathrm{p}}+T_{\mathrm{d}}$. The time periods are also expressed with the unit of symbol period $T_{\mathrm{s}}$ such that $T_{\mathrm{c}}=N_{\mathrm{p}} T_{\mathrm{s}}+N_{\mathrm{d}} T_{\mathrm{s}}$, where $N_{\mathrm{p}}$ and $N_{\mathrm{d}}$ are the numbers of transmitted symbols for pilot and data transmissions, respectively. Specifically, the system operates as follows. Using the positional information from global navigation satellite system (GNSS) of each MS, the BSs determine the BF matrices for pilot transmissions. The channels, positions, and orientations of the MSs are estimated during pilot transmission period, $T_{\mathrm{p}}$. Using the estimated information of the channel parameters and localization parameters, BF and power allocation are determined for data transmission. Finally, data streams are transmitted during data transmission period, $T_{\mathrm{d}}$.

The transmit BF matrices at the $n$th BS are denoted by $\mathbf{F}_{n}^{\mathrm{p}} \in$ $\mathbb{C}^{N_{\mathrm{tx}} \times N_{\mathrm{MS}}}$ and $\mathbf{F}_{n}^{\mathrm{d}} \in \mathbb{C}^{N_{\mathrm{tx}} \times N_{\mathrm{MS}}}$ for pilot transmission and data transmission, respectively. To reduce the hardware complexity and power consumption of the mmWave BF system, we adopt the hybrid BF structure such that $\mathbf{F}_{n}^{\mathrm{p}}=\hat{\mathbf{F}}_{n}^{\mathrm{p}} \breve{\mathbf{F}}_{n}^{\mathrm{p}}$ and $\mathbf{F}_{n}^{\mathrm{d}}=\hat{\mathbf{F}}_{n}^{\mathrm{d}} \breve{\mathbf{F}}_{n}^{\mathrm{d}}$. The radiofrequency (RF) BF matrices consisting of RF phase shifters are denoted by $\hat{\mathbf{F}}_{n}^{\mathrm{p}} \in \mathbb{C}^{N_{\mathrm{tx}} \times \hat{N}_{\mathrm{tx}}}$ and $\hat{\mathbf{F}}_{n}^{\mathrm{d}} \in \mathbb{C}^{N_{\mathrm{tx}} \times \hat{N}_{\mathrm{tx}}}$, which cannot control the magnitude of the signals, where $\hat{N}_{\text {tx }}$ is the number of RF chains at the BS. The baseband BF matrices
are denoted by $\breve{\mathbf{F}}_{n}^{\mathrm{p}}$ and $\breve{\mathbf{F}}_{n}^{\mathrm{d}}$. For pilot transmission, we assume that inaccurate location information of the MSs are available at the BSs via GNSS, which are then used for designing $\mathbf{F}_{n}^{\mathrm{p}}$. For data transmission, the matrix $\mathbf{F}_{n}^{\mathrm{d}}$ depends on the estimated angle-of-departure (AoD), which are fed back from the MSs. Meanwhile, the receive BF vector at the $k$ th MS is only used in data transmission period by exploiting the estimated CSI. This vector is denoted by $\mathbf{w}_{k}^{\mathrm{d}}=\mathbf{W}_{k}^{\mathrm{d}} \breve{\mathbf{w}}_{k}^{\mathrm{d}}$ where $\hat{\mathbf{W}}_{k}^{\mathrm{d}} \in \mathbb{C}^{N_{\mathrm{rx}} \times \hat{N}_{\mathrm{rx}}}$ is the RF BF matrix, and $\breve{\mathbf{w}}_{k}^{\mathrm{d}}$ is the baseband BF vector. For simplicity, we assume $\hat{N}_{\mathrm{tx}}=N_{\mathrm{MS}}$ and $\hat{N}_{\mathrm{rx}}=N_{\mathrm{BS}}$ in our system.

## B. Channel Model

The mmWave channel between the $n$th BS and the $k$ th MS at time $t$ is expressed by an $N_{\mathrm{rx}} \times N_{\mathrm{tx}}$ matrix as [77]

$$
\begin{equation*}
\tilde{\mathbf{H}}_{n, k}(t)=\sum_{l=1}^{L} \mathbf{H}_{n, k, l} \delta\left(t-\boldsymbol{\tau}_{n, k, l}\right) \tag{1}
\end{equation*}
$$

with

$$
\mathbf{H}_{n, k, l}=\sqrt{N_{\mathrm{tx}} N_{\mathrm{rx}}} \boldsymbol{\alpha}_{n, k, l} \boldsymbol{a}_{\mathrm{r}}\left(\varphi_{n, k, l}^{\mathrm{r}}, \theta_{n, k, l}^{\mathrm{r}}\right) \boldsymbol{a}_{\mathrm{t}}^{\dagger}\left(\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}\right) .
$$

In (1), $\tau_{n, k, l}$ is the time delay of the $l$ th path between the $n$th BS and the $k$ th MS; $\alpha_{n, k, l}$ is the corresponding random complex gain distributed as $\mathcal{C N}\left(0,\left(\bar{H}_{n, k}^{(\mathrm{L})}\right)^{2}\right)$ if $l=1$ and $\mathcal{C N}\left(0,\left(\bar{H}_{n, k}^{(\mathrm{N})}\right)^{2}\right)$ if $l>1$, where $\bar{H}_{n, k}^{(\mathrm{L})}$ and $\bar{H}_{n, k}^{(\mathrm{N})}$ represent the large-scale channel gains for line-of-sight (LOS) and non-line-of-sight (NLOS) components, respectively; $\boldsymbol{a}_{\mathrm{r}}(\cdot)$ represents array response vector of the MSs; $\boldsymbol{a}_{\mathrm{t}}(\cdot)$ represents array steering vector of the $\mathrm{BSs} ; \varphi_{n, k, l}^{\mathrm{r}}$ and $\theta_{n, k, l}^{\mathrm{r}}$ are azimuth and zenith angle-of-arrivals (AoAs) of the $l$ th path between the $n$th BS and the $k$ th MS, respectively; Similarly, $\varphi_{n, k, l}^{\mathrm{t}}$ and $\theta_{n, k, l}^{\mathrm{t}}$ represent azimuth and zenith AoDs, respectively. The $m$ th element of $\boldsymbol{a}_{\mathrm{r}}$ is denoted by $\left[\boldsymbol{a}_{\mathrm{r}}(\phi, \theta)\right]_{m} \triangleq$ $\frac{1}{\sqrt{N_{\mathrm{rx}}}} \exp \left(-j \boldsymbol{g}_{\mathrm{r}, m}^{\mathrm{T}} \boldsymbol{k}(\phi, \theta)\right), m=1,2, \ldots, N_{\mathrm{rx}}$. Similarly, we have $\left[\boldsymbol{a}_{\mathrm{t}}(\phi, \theta)\right]_{m} \triangleq \frac{1}{\sqrt{N_{\mathrm{t} \mathrm{x}}}} \exp \left(-j \boldsymbol{g}_{\mathrm{t}, m}^{\mathrm{T}} \boldsymbol{k}(\phi, \theta)\right)$. The $\boldsymbol{g}_{\mathrm{r}, m}$ and $\boldsymbol{g}_{\mathrm{t}, m}$ are the relative position vectors of the receive and transmit antenna elements with the origin at the center of each array, respectively; $\boldsymbol{k}(\phi, \theta) \triangleq \frac{2 \pi}{\lambda}[\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta]^{\mathrm{T}}$ is the wave vector, where $\lambda$ is the wavelength.

## C. Signal Model for Pilot Transmission

In the pilot transmission period, $N_{\mathrm{BS}} \mathrm{BSs}$ employ orthogonal time resources to transmit the pilot symbol sequences. The pilot signal for the $n$th BS is expressed as [63], [67]

$$
\begin{equation*}
s_{n}^{\mathrm{p}}(t)=\sum_{m=0}^{N_{\mathrm{p}}-1} a_{n, m}^{\mathrm{p}} p\left(t-m T_{\mathrm{s}}\right) \tag{2}
\end{equation*}
$$

where the pilot symbols in $\left\{a_{n, 0}^{\mathrm{p}}, a_{n, 1}^{\mathrm{p}}, \ldots, a_{n, N_{\mathrm{p}}-1}^{\mathrm{p}}\right\}$ have unit amplitude. The symbol sequence has a length of $N_{\mathrm{p}} \geqslant 1$. The pulse shaping filter $p(t)$ is assumed as an ideal sinc function with power spectral density (PSD) $|P(f)|^{2}$. From (2), the total training overhead is given by $T_{\mathrm{p}} \triangleq N_{\mathrm{BS}} N_{\mathrm{p}} T_{\mathrm{s}}$, where the symbol duration is denoted by $T_{\mathrm{s}}=1 / B$ with system bandwidth $B$. Then the received signal at the $k$ th MS from the $n$th BS is
expressed by

$$
\begin{align*}
\mathbf{y}_{n, k}^{\mathrm{p}}(t)= & \sum_{l=1}^{L} \mathbf{H}_{n, k, l} \boldsymbol{F}_{n}^{\mathrm{p}}\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right)^{\frac{1}{2}} \mathbf{1}_{N_{\mathrm{MS}}} s_{n}^{\mathrm{p}}\left(t-\tau_{n, k, l}\right)+\mathbf{n}_{k}^{\mathrm{p}}(t)  \tag{3}\\
= & \sqrt{N_{\mathrm{rx}} N_{\mathrm{tx}}} \sum_{l=1}^{L} \boldsymbol{\alpha}_{n, k, l} \boldsymbol{a}_{\mathrm{r}}\left(\varphi_{n, k, l}^{\mathrm{r}}, \theta_{n, k, l}^{\mathrm{r}}\right) \boldsymbol{a}_{\mathrm{t}}^{\dagger}\left(\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}\right) \\
& \times \boldsymbol{F}_{n}^{\mathrm{p}}\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right)^{\frac{1}{2}} \mathbf{1}_{N_{\mathrm{MS}}} s_{n}^{\mathrm{p}}\left(t-\boldsymbol{\tau}_{n, k, l}\right)+\mathbf{n}_{k}^{\mathrm{p}}(t) \tag{4}
\end{align*}
$$

for $t \in\left((n-1) N_{\mathrm{p}} T_{\mathrm{s}}, n N_{\mathrm{p}} T_{\mathrm{s}}\right]$, where $\mathbf{n}_{k}^{\mathrm{p}}(t)$ is the zeromean white Gaussian noise vector with i.i.d. random elements following $\mathcal{C N}\left(0, P_{\mathrm{n}}\right)$. The diagonal matrix $\boldsymbol{P}_{n}^{\mathrm{p}} \triangleq$ $\operatorname{diag}\left(p_{n, 1}^{\mathrm{p}}, p_{n, 2}^{\mathrm{p}}, \ldots, p_{n, N_{\mathrm{MS}}}^{\mathrm{p}}\right)$ represents the power allocation of the $n$th BS satisfying $\operatorname{Tr}\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right) \leqslant P_{\mathrm{t}}$. The one-vector $\mathbf{1}_{N_{\mathrm{MS}}}$ means that the same pilot symbol is used for all MSs.

## D. Signal Model for Data Transmission

In downlink data transmission period, the $N_{\mathrm{BS}}$ BSs cooperatively transmit the data streams to the $N_{\mathrm{MS}}$ MSs via spatial multiplexing. The data stream transmitted from the BSs to the $k$ th MS is expressed by the symbol sequence with length $N_{\mathrm{d}}$ as

$$
\begin{equation*}
\mathrm{s}_{k}^{\mathrm{d}}(t)=\sum_{m=0}^{N_{\mathrm{d}}-1} \mathrm{a}_{k, m}^{\mathrm{d}} p\left(t-m T_{\mathrm{s}}\right) \tag{5}
\end{equation*}
$$

where $\mathrm{a}_{k, m}^{\mathrm{d}}$ is a random data symbol, which is assumed to be uncorrelated random variable with zero-mean satisfying $\mathbb{E}\left\{\left(\mathrm{a}_{k, m}^{\mathrm{d}}\right)^{*} \mathrm{a}_{k, m^{\prime}}^{\mathrm{d}}\right\}=\delta\left(k-k^{\prime}\right) \delta\left(m-m^{\prime}\right)$. The received signal after applying the receive BF can be expressed as

$$
\begin{align*}
\mathrm{y}_{k}^{\mathrm{d}}(t)= & \sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{H}_{n, k, l} \mathbf{F}_{n}^{\mathrm{d}}\left(\boldsymbol{P}_{n}^{\mathrm{d}}\right)^{\frac{1}{2}} \mathbf{s}^{\mathrm{d}}\left(t-\boldsymbol{\tau}_{n, k, l}\right)+\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{n}_{k}^{\mathrm{d}}(t) \\
= & \underbrace{\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, k}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{H}_{n, k, l} \mathbf{f}_{n, k}^{\mathrm{d}} \mathrm{~s}_{k}^{\mathrm{d}}\left(t-\tau_{n, k, l}\right)}_{\text {desired signal }} \\
& +\underbrace{\sum_{j=1, j \neq k}^{N_{\mathrm{MS}}} \sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, j}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{H}_{n, k, l} \mathbf{f}_{n, j}^{\mathrm{d}} \mathrm{~s}_{j}^{\mathrm{d}}\left(t-\tau_{n, k}\right)}_{\text {inter-user interference }} \\
& +\underbrace{\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{n}_{k}^{\mathrm{d}}(t)}_{\text {noise }} \tag{6}
\end{align*}
$$

where $\mathbf{s}^{\mathrm{d}}(t) \triangleq\left[\mathrm{s}_{1}^{\mathrm{d}}(t), \mathrm{s}_{2}^{\mathrm{d}}(t), \ldots, \mathrm{s}_{N_{\mathrm{MS}}}^{\mathrm{d}}(t)\right]^{\mathrm{T}}$. The power allocation for the $k$ th MS at the $n$th BS is denoted by $p_{n, k}^{\mathrm{d}}$ satisfying $\boldsymbol{P}_{n}^{\mathrm{d}} \triangleq \operatorname{diag}\left(p_{n, 1}^{\mathrm{d}}, p_{n, 2}^{\mathrm{d}}, \ldots, p_{n, N_{\mathrm{MS}}}^{\mathrm{d}}\right)$ with $\operatorname{Tr}\left(\boldsymbol{P}_{n}^{\mathrm{d}}\right) \leqslant P_{\mathrm{t}}$. To express (6) by means of channel estimation error, we define the channel estimation error matrix by [78], [79]

$$
\mathbf{E}_{n, k, l} \triangleq \widehat{\mathbf{H}}_{n, k, l}-\mathbf{H}_{n, k, l}
$$

where $\widehat{\mathbf{H}}_{n, k, l}$ is the estimator of $\mathbf{H}_{n, k, l}$ given as

$$
\begin{equation*}
\widehat{\mathbf{H}}_{n, k, l} \triangleq \sqrt{N_{\mathrm{rx}} N_{\mathrm{tx}}} \widehat{\boldsymbol{\alpha}}_{n, k, l} \boldsymbol{a}_{\mathrm{r}}\left(\widehat{\varphi}_{n, k, l}^{\mathrm{r}}, \hat{\theta}_{n, k, l}^{\mathrm{r}}\right) \boldsymbol{a}_{\mathrm{t}}^{\dagger}\left(\widehat{\varphi}_{n, k, l}^{\mathrm{t}}, \widehat{\theta}_{n, k, l}^{\mathrm{t}}\right) . \tag{7}
\end{equation*}
$$

From (6) and (7), the received signal is found to be

$$
\begin{align*}
\mathrm{y}_{k}^{\mathrm{d}}(t)= & \sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, k}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \widehat{\mathbf{H}}_{n, k, l} \mathbf{f}_{n, k}^{\mathrm{d}} \mathrm{~s}_{k}^{\mathrm{d}}\left(t-\tau_{n, k, l}\right) \\
& +\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{\substack{=1, j \neq k}}^{N_{\mathrm{MS}}} \sum_{l=1}^{L} \sqrt{p_{n, j}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \widehat{\mathbf{H}}_{n, k, l} \mathbf{f}_{n, j}^{\mathrm{d}} \mathrm{~s}_{j}^{\mathrm{d}}\left(t-\tau_{n, k, l}\right) \\
& -\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{j=1}^{N_{\mathrm{MS}}} \sum_{l=1}^{L} \sqrt{p_{n, j}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{E}_{n, k, l} \mathbf{f}_{n, j}^{\mathrm{d}} \mathrm{~s}_{j}^{\mathrm{d}}\left(t-\tau_{n, k, l}\right) \\
& +\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{n}_{k}^{\mathrm{d}}(t) \tag{8}
\end{align*}
$$

## III. Performance Metric

## A. Localization Accuracy

In the pilot transmission period, we adopt a two-stage estimation procedure described in the following [25], [28]. First, the channel parameters are estimated using the received signals. Then the position and orientation parameters can be obtained by transformation process. We represent the channel parameters between the $n$th BS and the $k$ th MS by the vector

$$
\begin{equation*}
\mathbf{\eta}_{n, k} \triangleq\left[\mathbf{\eta}_{n, k, 1}^{\mathrm{T}}, \mathbf{\eta}_{n, k, 2}^{\mathrm{T}}, \ldots, \mathbf{\eta}_{n, k, L}^{\mathrm{T}}\right]^{\mathrm{T}} \tag{9}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{\eta}_{n, k, l} \triangleq\left[\varphi_{n, k, l}^{\mathrm{r}}, \theta_{n, k, l}^{\mathrm{r}}, \varphi_{n, k}^{\mathrm{t}}, \theta_{n, k}^{\mathrm{t}}, \boldsymbol{\tau}_{n, k}, \boldsymbol{\alpha}_{n, k}^{(\mathrm{R})}, \boldsymbol{\alpha}_{n, k}^{(\mathrm{I})}\right]^{\mathrm{T}} \tag{10}
\end{equation*}
$$

where $\alpha_{n, k, l}^{(\mathrm{R})} \triangleq \Re\left\{\alpha_{n, k, l}\right\}$ and $\alpha_{n, k, l}^{(\mathrm{I})} \triangleq \Im\left\{\alpha_{n, k, l}\right\}$ are the real and imaginary parts of $\boldsymbol{\alpha}_{n, k, l}$, respectively. After estimating $\boldsymbol{\eta}_{n, k}$ for all $n$ and $k$, the position and orientation parameters (i.e., $\boldsymbol{p}_{k}^{\mathrm{T}}, \phi_{k}^{\mathrm{r}}$, and $\theta_{k}^{\mathrm{r}}$ ) are obtained by transforming (9).

It is known that the mean squared error (MSE) matrix of any unbiased estimator for the deterministic parameters and any estimator of the random parameters is bounded by the inverse of Bayesian Fisher information matrix (FIM) as [80]-[82] ${ }^{1}$

$$
\begin{equation*}
\mathbb{E}\left\{\left(\widehat{\boldsymbol{\eta}}_{n, k}-\boldsymbol{\eta}_{n, k}\right)\left(\widehat{\boldsymbol{\eta}}_{n, k}-\boldsymbol{\eta}_{n, k}\right)^{\mathrm{T}}\right\} \succcurlyeq \mathbf{J}_{\boldsymbol{\eta}_{n, k}}^{-1} \tag{11}
\end{equation*}
$$

where $\mathbf{J}_{\boldsymbol{\eta}_{n, k}} \in \mathbb{R}^{7 L \times 7 L}$ is the FIM for the unknown $\boldsymbol{\eta}_{n, k}$, which is calculated by [28, eq. (10)] as

$$
\begin{equation*}
\left[\mathbf{J}_{\boldsymbol{\eta}_{n, k}}\right]_{i, j}=\frac{1}{P_{\mathrm{n}}} \int_{0}^{N_{\mathrm{p}} T_{\mathrm{s}}} \Re\left\{\frac{\partial \mathbf{r}_{n, k}^{\dagger}(t)}{\partial\left[\mathbf{\eta}_{n, k}\right]_{i}} \frac{\partial \mathbf{r}_{n, k}(t)}{\partial\left[\mathbf{\eta}_{n, k}\right]_{j}}\right\} d t \tag{12}
\end{equation*}
$$

In (12), the vector $\mathbf{r}_{n, k}(t)$ is the noiseless version of $\mathbf{y}_{n, k}^{\mathrm{p}}(t)$ from (4), which is given as

$$
\begin{align*}
\mathbf{r}_{n, k}(t)= & \sqrt{N_{\mathrm{rx}} N_{\mathrm{tx}}} \sum_{l=1}^{L} \boldsymbol{\alpha}_{n, k} \boldsymbol{a}_{\mathrm{r}}\left(\varphi_{n, k, l}^{\mathrm{r}}, \theta_{n, k, l}^{\mathrm{r}}\right) \boldsymbol{a}_{\mathrm{t}}^{\dagger}\left(\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}\right) \\
& \times \boldsymbol{F}_{n}^{\mathrm{p}}\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right)^{\frac{1}{2}} \mathbf{1}_{N_{\mathrm{MS}}} s_{n}^{\mathrm{p}}\left(t-\tau_{n, k, l}\right) \tag{13}
\end{align*}
$$

Based on (12) and (13), the elements of $\mathbf{J}_{\boldsymbol{\eta}_{n, k}}$ are derived in Appendix A where a simplified notation $J_{x, y}$ is used to indicate each element corresponding to the variables $x$ and $y$. Then Cramér-Rao lower bound (CRLB) of each channel parameter is given by the corresponding diagonal entry of $\boldsymbol{J}_{\boldsymbol{\eta}_{n, k}}^{-1} .{ }^{2}$

[^1]1) Asymptotic FIM Approximation: The FIM can be simplified in asymptotic region for large $N_{\mathrm{rx}}, N_{\mathrm{tx}}$, and $B$. It is known that if the number of antennas is large enough, multiple paths from different directions become orthogonal meaning that they do not interfere with each other [83]. Specifically, the offdiagonal sub-matrices of the FIM in (12) can be asymptotically approximated by zero matrices as

$$
\mathbf{J}_{\boldsymbol{\eta}_{n, k}} \approx\left[\begin{array}{cccc}
\mathbf{J}_{\boldsymbol{\eta}_{n, k, 1}} & \mathbf{0} & \cdots & \mathbf{0}  \tag{14}\\
\mathbf{0} & \mathbf{J}_{\boldsymbol{n}_{n, k, 2}} & \ddots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{J}_{\boldsymbol{n}_{n, k, L}}
\end{array}\right]
$$

In (14), each submatrix is also approximated by a block-diagonal structure given in Appendix B when $\boldsymbol{F}_{n}^{\mathrm{p}}$ includes array steering vectors with large $N_{\text {tx }}$. This can be seen using the results in (55), (56), (58), and (59) of Appendix C. It is worth noting that even with large $N_{\mathrm{rx}}$ and $B$, if $N_{\mathrm{tx}}$ is not large enough or $\boldsymbol{F}_{n}^{\mathrm{p}}$ does not consist of the array steering vectors, the elements of
 in (54) may not approach to zero. Since (54) has a special structure, it is possible to calculate the CRLB of each parameter in a closed-form expression using the notation $\mathrm{C}(\cdot)$ as

$$
\begin{align*}
& \mathrm{C}\left(\widehat{\varphi}_{n, k, l}^{\mathrm{r}}\right) \approx\left[\left(\left[\mathbf{J}_{\boldsymbol{\eta}_{n, k, l}}\right]_{1: 2,1: 2}\right)^{-1}\right]_{1,1}  \tag{15a}\\
& \mathrm{C}\left(\widehat{\theta}_{n, k, l}^{\mathrm{r}}\right) \approx\left[\left(\left[\mathbf{J}_{\boldsymbol{\eta}_{n, k, l}}\right]_{1: 2,1: 2}\right)^{-1}\right]_{2,2}  \tag{15b}\\
& \mathrm{C}\left(\widehat{\varphi}_{n, k, l}^{\mathrm{t}}\right) \approx\left[\left(\left[\mathbf{J}_{\boldsymbol{\eta}_{n, k, l}}\right]_{3: 4,3: 4}\right)^{-1}\right]_{1,1}  \tag{15c}\\
& \mathrm{C}\left(\widehat{\theta}_{n, k, l}^{\mathrm{t}}\right) \approx\left[\left(\left[\mathbf{J}_{\boldsymbol{\eta}_{n, k, l}}\right]_{3: 4,3: 4}\right)^{-1}\right]_{2,2}  \tag{15d}\\
& \mathrm{C}\left(\widehat{\tau}_{n, k, l}\right) \approx \\
& {\left[4 \pi^{2} B_{\text {eff }}^{2} \gamma_{\mathrm{p}}\left|\boldsymbol{\alpha}_{n, k, l}\right|^{2} \boldsymbol{a}_{\mathrm{t}}^{\dagger}\left(\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}\right) \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}}\left(\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}\right)\right]^{-1}} \tag{15e}
\end{align*}
$$

$$
\mathrm{C}\left(\widehat{\alpha}_{n, k, l}^{(\mathrm{R})}\right)=\mathrm{C}\left(\widehat{\alpha}_{n, k, l}^{(\mathrm{I})}\right) \approx
$$

$$
\left[\gamma_{\mathrm{p}} \boldsymbol{a}_{\mathrm{t}}^{\dagger}\left(\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}\right) \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}}\left(\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}\right)\right]^{-1}
$$

where

$$
\begin{aligned}
B_{\mathrm{eff}}^{2} & \triangleq \int_{-B / 2}^{B / 2} f^{2}|P(f)|^{2} d f \\
\gamma_{\mathrm{p}} & \triangleq N_{\mathrm{rx}} N_{\mathrm{tx}} N_{\mathrm{p}} / P_{\mathrm{n}} \\
\boldsymbol{V}_{n} & \triangleq \boldsymbol{F}_{n}^{\mathrm{p}}\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right)^{\frac{1}{2}} \mathbf{1}_{N_{\mathrm{MS}} \times N_{\mathrm{MS}}}\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right)^{\frac{1}{2}}\left(\boldsymbol{F}_{n}^{\mathrm{p}}\right)^{\dagger}
\end{aligned}
$$

It is worth noting that all the inversion operations in (15) can be easily obtained in closed-form expressions as the matrices have the size of $2 \times 2$.
2) FIM Transformation for Position and Orientation Parameters: We obtain the squared position error bound (SPEB) and squared orientation error bound (SOEB) for the $k$ th MS by transforming the FIM of $\boldsymbol{\eta}_{n, k}, \forall n$ to that of the position vector, i.e., $\boldsymbol{p}_{k}=\left[p_{k}^{\mathrm{x}}, p_{k}^{\mathrm{y}}, p_{k}^{\mathrm{z}}\right]^{\mathrm{T}}$, and the orientation angles, i.e., $\left(\phi_{k}^{\mathrm{r}}, \theta_{k}^{\mathrm{r}}\right)$. The $\left(5+3 N_{\mathrm{BS}}(L-1)\right) \times 1$ vector containing the position and orientation parameters is defined as

$$
\begin{equation*}
\tilde{\mathfrak{\eta}}_{k} \triangleq\left[\boldsymbol{p}_{k}^{\mathrm{T}}, \phi_{k}^{\mathrm{r}}, \theta_{k}^{\mathrm{r}}, \tilde{\mathbf{p}}_{k}\right]^{\mathrm{T}}, k=1,2, \ldots, N_{\mathrm{MS}} \tag{16}
\end{equation*}
$$

where $\tilde{\mathbf{p}}_{k} \triangleq\left[\tilde{\mathbf{p}}_{1, k}^{\mathrm{T}}, \tilde{\mathbf{p}}_{2, k}^{\mathrm{T}}, \ldots, \tilde{\mathbf{p}}_{N_{\mathrm{BS}}, k}^{\mathrm{T}}\right]^{\mathrm{T}}$ is a nuisance vector consisting of the positions of $N_{\mathrm{BS}}(L-1)$ NLOS scatterers with $\tilde{\mathbf{p}}_{n, k} \triangleq\left[\tilde{\mathbf{p}}_{n, k, 2}^{\mathrm{T}}, \tilde{\mathbf{p}}_{n, k, 3}^{\mathrm{T}} \ldots, \tilde{\mathbf{p}}_{n, k, L}^{\mathrm{T}}\right]^{\mathrm{T}}$ containing the $L-1$ NLOS positions treating $l=1$ as the LOS path index without loss of generality. Using the transformation technique based on the chain rule and the independent estimations from the $N_{\mathrm{BS}}$ BSs, the FIM of $\tilde{\boldsymbol{\eta}}_{k}$ can be obtained as

$$
\begin{equation*}
\mathbf{J}_{\tilde{\boldsymbol{\eta}}_{k}}=\sum_{n=1}^{N_{\mathrm{BS}}} \mathbf{T}_{n, k} \mathbf{J}_{\boldsymbol{\eta}_{n, k}^{(1)}}^{\mathrm{e}} \mathbf{T}_{n, k}^{\mathrm{T}} \tag{17}
\end{equation*}
$$

where the equivalent FIM (EFIM) of $\boldsymbol{\eta}_{n, k}^{(1)} \triangleq$ $\left[\left[\mathbf{\eta}_{n, k, 1}^{\mathrm{T}}\right]_{1: 5},\left[\mathbf{\eta}_{n, k, 2}^{\mathrm{T}}\right]_{1: 5}, \ldots,\left[\mathbf{\eta}_{n, k, L}^{\mathrm{T}}\right]_{1: 5}\right]^{\mathrm{T}}$, which only including the parameters related with the position and orientation while excluding $\alpha_{n, k, l}^{(\mathrm{R})}$ and $\alpha_{n, k, l}^{(\mathrm{I})}, \forall l$, is determined by using the Schur complement as [81]
with $\mathbf{\eta}_{n, k}^{(1)} \triangleq\left[\left[\mathbf{\eta}_{n, k, 1}^{\mathrm{T}}\right]_{1: 5},\left[\mathbf{\eta}_{n, k, 2}^{\mathrm{T}}\right]_{1: 5}, \ldots,\left[\mathbf{\eta}_{n, k, L}^{\mathrm{T}}\right]_{1: 5}\right]^{\mathrm{T}}$ and $\mathbf{\eta}_{n, k}^{(2)} \triangleq$ $\left[\left[\boldsymbol{\eta}_{n, k, 1}^{\mathrm{T}}\right]_{6: 7},\left[\boldsymbol{\eta}_{n, k, 2}^{\mathrm{T}}\right]_{6: 7}, \ldots,\left[\boldsymbol{\eta}_{n, k, L}^{\mathrm{T}}\right]_{6: 7}\right]^{\mathrm{T}}$. In (18), $\mathbf{J}_{\boldsymbol{\eta}_{n, k}^{(1)}, \boldsymbol{n}_{n, k}^{(2)}}$ contains the Fisher information between $\boldsymbol{\eta}_{n, k}^{(1)}$ and $\boldsymbol{\eta}_{n, k}^{(2)}$, of which elements can be found from $\mathbf{J}_{\boldsymbol{\eta}_{n, k}}$ in Appendix A. Also, the transformation matrix in (17) is given by
where $\left[\boldsymbol{\eta}_{n, k, l}^{\mathrm{T}}\right]_{1: 5}=\left[\varphi_{n, k, l}^{\mathrm{r}}, \theta_{n, k, l}^{\mathrm{r}}, \varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}, \tau_{n, k, l}\right]$. The matrix elements in (19) are derived in Appendix D. The EFIM of the position and orientation can be obtained by using the Schur complement of the sub-matrix in $\mathbf{J}_{\tilde{\boldsymbol{n}}_{k}}$ of (17) as

$$
\begin{equation*}
\mathbf{J}_{\tilde{\boldsymbol{\eta}}_{k}^{(1)}}^{\mathrm{e}}=\mathbf{J}_{\tilde{\boldsymbol{\eta}}_{k}^{(1)}}-\mathbf{J}_{\tilde{\boldsymbol{\eta}}_{k}^{(1)}, \tilde{\boldsymbol{\eta}}_{k}^{(2)}} \mathbf{J}_{\tilde{\boldsymbol{\eta}}_{k}^{(2)}}^{-1} \mathbf{J}_{\tilde{\boldsymbol{\eta}}_{k}^{(1)}}^{\mathrm{T}}, \tilde{\boldsymbol{n}}_{k}^{(2)} \tag{20}
\end{equation*}
$$

where $\tilde{\boldsymbol{\eta}}_{k}^{(1)} \triangleq\left[\boldsymbol{p}_{k}^{\mathrm{T}}, \phi_{k}^{\mathrm{r}}, \theta_{k}^{\mathrm{r}}\right]^{\mathrm{T}}$ and $\tilde{\boldsymbol{\eta}}_{k}^{(2)} \triangleq \tilde{\mathbf{p}}_{k}^{\mathrm{T}}$. From (20), the SPEB and SOEB are respectively defined as

$$
\begin{align*}
& e_{\mathrm{sp}}^{\ell}\left(\tilde{\boldsymbol{\eta}}_{k} ; N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right)=\sum_{i=1}^{3}\left[\left(\mathbf{J}_{\tilde{\boldsymbol{\eta}}_{k}^{(1)}}^{\mathrm{e}}\right)^{-1}\right]_{i, i}  \tag{21}\\
& e_{\mathrm{so}}^{\ell}\left(\tilde{\boldsymbol{\eta}}_{k} ; N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right)=\sum_{i=4}^{5}\left[\left(\mathbf{J}_{\tilde{\boldsymbol{\eta}}_{k}^{(1)}}^{\mathrm{e}}\right)^{-1}\right]_{i, i} . \tag{22}
\end{align*}
$$

## D. Data Rate

From the received signal model in (6), the effective data rate, which includes the pilot overhead term as a pre-log factor $\beta$, is expressed as

$$
\begin{equation*}
R=\beta \sum_{k=1}^{N_{\mathrm{MS}}} \log _{2}\left(1+\gamma_{k}\right) \tag{23}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta \triangleq 1-\frac{N_{\mathrm{BS}} N_{\mathrm{p}} T_{\mathrm{s}}}{T_{\mathrm{c}}} \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
\gamma_{k} \triangleq \frac{\left|\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, k}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{H}_{n, k, l} \mathbf{f}_{n, k}^{\mathrm{d}}\right|^{2}}{\sum_{j=1, j \neq k}^{N_{\mathrm{MS}}}\left|\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, j}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{H}_{n, k, l} \mathbf{f}_{n, j}^{\mathrm{d}}\right|^{2}+P_{\mathrm{n}}\left\|\mathbf{w}_{k}^{\mathrm{d}}\right\|^{2}} \tag{25}
\end{equation*}
$$

where $\mathbf{f}_{n, k}^{\mathrm{d}}$ is the $k$ th column of $\mathbf{F}_{n}^{\mathrm{d}}$ corresponding to the $k$ th MS. In (25), we assume the narrowband system with perfect symbol synchronization where the symbols from $N_{\mathrm{BS}} \mathrm{BSs}$ are combined without inter-symbol interference.

In reality, the estimated CSI are imperfect. In this case, the BS treats the estimated channels as the true channels in BF design. Then $\gamma_{k}$ in (25) can be expressed by treating the inter-user interference and the interference from channel estimation error as a part of the effective noise in (8), which is expressed as (26) shown at the top of the next page [78], [79], [84].

## IV. Proposed Transmission Scheme

In this section, we formulate an optimization problem for designing a cooperative BF and power allocation scheme. In many applications of joint communication and localization systems, it is crucial to guarantee required localization accuracies while providing high data rates for MSs. In this regard, we aim to improve the rate-accuracy region, which is defined as an area of the rate and accuracy that can be simultaneously achievable by joint communication and localization systems with limited wireless resources.

## A. Problem Formulation

We consider the accuracy-constrained weighted sum rate maximization problem, from which the area of the rate-accuracy region can be controlled. Unlike the conventional approaches in [67]-[69], the problem formulation here enables flexible beamforming designs for both pilot transmission and data transmission. This can be expressed as a joint optimization problem with multiple control variables, which are grouped in the sets defined by

$$
\begin{align*}
& \mathcal{S}_{\mathrm{tx}}^{\mathrm{p}} \triangleq\left\{N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right\}_{n=1}^{N_{\mathrm{BS}}}  \tag{27a}\\
& \mathcal{S}_{\mathrm{tx}}^{\mathrm{d}} \triangleq\left\{\hat{\boldsymbol{F}}_{n}^{\mathrm{d}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{d}}, \boldsymbol{P}_{n}^{\mathrm{d}}\right\}_{n=1}^{N_{\mathrm{BS}}}  \tag{27b}\\
& \mathcal{S}_{\mathrm{xx}}^{\mathrm{d}} \triangleq\left\{\hat{\boldsymbol{W}}_{k}^{\mathrm{d}}, \breve{\boldsymbol{w}}_{k}^{\mathrm{d}}\right\}_{k=1}^{N_{\mathrm{MS}}} . \tag{27c}
\end{align*}
$$

Using (27), the feasible sets for the optimization problem are expressed to consider the constraints as

$$
\begin{align*}
\breve{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{p}} \triangleq\left\{\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}}:\right. & \mathbb{E}\left\{e_{\mathrm{sp}}^{\ell}\left(\tilde{\boldsymbol{\eta}}_{k} ; N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right)\right\} \leqslant \varepsilon_{k}^{\mathrm{p}}, \forall k,  \tag{28a}\\
& \mathbb{E}\left\{e_{\mathrm{so}}^{\ell}\left(\tilde{\boldsymbol{\eta}}_{k} ; N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right)\right\} \leqslant \varepsilon_{k}^{\mathrm{o}}, \forall k,  \tag{28b}\\
& \left|\left[\hat{\boldsymbol{F}}_{n}^{\mathrm{p}}\right]_{i, j}\right|=1, \forall n, i, j,  \tag{28c}\\
& \left\|\hat{\boldsymbol{F}}_{n}^{\mathrm{p}} \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}\right\|_{\mathrm{F}}^{2}=N_{\mathrm{MS}}, \forall n,  \tag{28d}\\
& \operatorname{Tr}\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right) \leqslant P_{\mathrm{t}}, \forall n  \tag{28e}\\
& \text { and } \left.\boldsymbol{P}_{n}^{\mathrm{p}} \succcurlyeq \mathbf{0}, \forall n\right\} \tag{28f}
\end{align*}
$$

$$
\begin{equation*}
\gamma_{k}=\frac{\left|\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, k}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \widehat{\mathbf{H}}_{n, k, l} \mathbf{f}_{n, k}^{\mathrm{d}}\right|^{2}}{\sum_{\substack{N_{\mathrm{MS}}, 1, j \neq k}}^{N_{\mathrm{M}}}\left|\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, j}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \widehat{\mathbf{H}}_{n, k, l} \mathbf{f}_{n, j}^{\mathrm{d}}\right|^{2}+\sum_{j=1}^{N_{\mathrm{MS}}} \mathbb{E}\left\{\left|\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, j}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{E}_{n, k, l} \mathbf{f}_{n, j}^{\mathrm{d}}\right|^{2}\right\}+P_{\mathrm{n}}\left\|\mathbf{w}_{k}^{\mathrm{d}}\right\|^{2}} \tag{26}
\end{equation*}
$$

$$
\begin{align*}
\check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}} \triangleq\left\{\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}}:\right. & \left|\left[\hat{\boldsymbol{F}}_{n}^{\mathrm{d}}\right]_{i, j}\right|=1,\left\|\hat{\boldsymbol{F}}_{n}^{\mathrm{d}} \breve{\boldsymbol{F}}_{n}^{\mathrm{d}}\right\|_{\mathrm{F}}^{2}=N_{\mathrm{MS}}, \\
& \left.\operatorname{Tr}\left(\boldsymbol{P}_{n}^{\mathrm{d}}\right) \leqslant P_{\mathrm{t}}, \text { and } \boldsymbol{P}_{n}^{\mathrm{d}} \succcurlyeq \mathbf{0}, \forall i, j, n\right\}  \tag{29}\\
\check{\mathcal{S}}_{\mathrm{x}}^{\mathrm{d}} \triangleq\left\{\mathcal{S}_{\mathrm{rx}}^{\mathrm{d}}: \mid\right. & \left.\left|\left[\hat{\boldsymbol{W}}_{k}^{\mathrm{d}}\right]_{i, j}\right|=1, \forall i, j, k\right\} . \tag{30}
\end{align*}
$$

The constraints in (28a) and (28b) indicate the requirements of the SPEB and SOEB as in [23], [67], where the expectation is taken over the information error ranges of channels, positions, and orientations. The constraint (28c) comes from the use of RF phase shifters at the BSs. The power constraints are satisfied with (28d), (28e), and (28f). The constraint (30) comes from the use of RF phase shifters at the MSs.

From (23), (27), (28), (29), (30), the optimization problem is formulated as

$$
\begin{aligned}
\mathscr{P}_{0}: \underset{\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}}, \mathcal{S}_{\mathrm{tx}}^{\mathrm{d}}, \mathcal{S}_{\mathrm{tx}}^{\mathrm{d}}}{\operatorname{maximize}} & \beta\left(\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}}\right) \\
\text { subject to } & \sum_{k=1}^{N_{\mathrm{MS}}} \zeta_{\mathrm{tx}}^{\mathrm{p}}
\end{aligned} \subseteq \operatorname{Sog}_{2}\left(1+\gamma_{k}\left(\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}}, \mathcal{S}_{\mathrm{tx}}^{\mathrm{p}}, \mathcal{S}_{\mathrm{rx}}^{\mathrm{d}}\right)\right)
$$

where the weights $\zeta_{k}, \forall k$ in the objective function can be adjusted during a long-term period to take into account priority among users [85].

Since the pilot transmission and data transmission are separated, Problem $\mathscr{P}_{0}$ can be decomposed into two subproblems. The first subproblem is for the pilot transmission, in which the SPEB and SOEB requirements are satisfied with minimum pilot length, as follows,

$$
\begin{array}{rll}
\mathscr{P}_{1}: & \underset{\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}}}{\operatorname{minimize}} & N_{\mathrm{p}}\left(\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}}\right) \\
& \text { subject to } & \mathcal{S}_{\mathrm{tx}}^{\mathrm{p}} \subseteq \check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{p}}
\end{array}
$$

where the objective is to maximize the data rate by reducing the pilot overhead. After solving Problem $\mathscr{P}_{1}$ at a centralized unit, the pilot signals are transmitted from the BSs. After the pilot transmission, the BSs are assumed to have the imperfect CSI through the estimation techniques [86], [87]. Then the second subproblem is solved for data transmission, where the weighted sum rate of the MSs is maximized using the estimated CSI as follows,

$$
\begin{aligned}
\mathscr{P}_{2}: \underset{\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}}, \mathcal{S}_{\mathrm{tx}}^{\mathrm{d}}}{\operatorname{maximize}} & \sum_{k=1}^{N_{\mathrm{MS}}} \zeta_{k} \log _{2}\left(1+\gamma_{k}\left(\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}}, \mathcal{S}_{\mathrm{tx}}^{\mathrm{d}}\right)\right) \\
\text { Subject to } & \mathcal{S}_{\mathrm{tx}}^{\mathrm{d}} \subseteq \check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}} \\
& \mathcal{S}_{\mathrm{rx}}^{\mathrm{d}} \subseteq \check{\mathcal{S}}_{\mathrm{rx}}^{\mathrm{d}}
\end{aligned}
$$

According to the decomposed problems $\mathscr{P}_{1}$ and $\mathscr{P}_{2}$, we develop a two-stage design method as presented in the following subsections.

## B. Stage I: Beamforming and Power Allocation for Pilot Transmission

Since Problem $\mathscr{P}_{1}$ is a mixed-integer problem with nonconvex constraints, it is difficult to directly solve. Instead, we simplify Problem $\mathscr{P}_{1}$ by fixing the pilot BF matrices and design an iterative pilot power allocation algorithm. In other words, design of Stage I consists of two steps, where the first step is for pilot BF while the second step is for pilot power allocation.

1) GNSS-Aided BF for Pilot Transmission: Before channel estimation, the knowledge of the CSI is unavailable. In this case, design of sophisticated beamforming is difficult due to the lack of the instantaneous CSI. Alternatively, we rely on the RF-only beamforming such that $\boldsymbol{F}_{n}^{\mathrm{p}}=\hat{\boldsymbol{F}}_{n}^{\mathrm{p}}$ and $\breve{\boldsymbol{F}}_{n}^{\mathrm{p}}=\boldsymbol{I}$. The matrix $\hat{\boldsymbol{F}}_{n}^{\mathrm{p}}$ is designed by using only the information of AoD from the BSs to the MSs. We consider that the AoD can be extracted from the GNSS information sent from the MSs or by exploiting the existing beam tracking techniques. For more realistic systems, inaccurate GNSS information of the MSs are used for $\hat{\boldsymbol{F}}_{n}^{\mathrm{p}}$. To be specific, the $k$ th column vector of $\hat{\boldsymbol{F}}_{n}^{\mathrm{p}}$ is determined by the array steering vector with the AoD between the $n$th BS and the $k$ th MS based on the GNSS information as follows,

$$
\begin{equation*}
\boldsymbol{F}_{n}^{\mathrm{p}}=\hat{\boldsymbol{F}}_{n}^{\mathrm{p}}=\left[\boldsymbol{a}_{\mathrm{t}}\left(\tilde{\varphi}_{n, 1}^{\mathrm{t}}, \tilde{\theta}_{n, 1}^{\mathrm{t}}\right)|\cdots| \boldsymbol{a}_{\mathrm{t}}\left(\tilde{\varphi}_{n, N_{\mathrm{MS}}}^{\mathrm{t}}, \tilde{\theta}_{n, N_{\mathrm{MS}}}^{\mathrm{t}}\right)\right], \forall n \tag{31}
\end{equation*}
$$

where $\left(\tilde{\varphi}_{n, k}^{\mathrm{t}}, \tilde{\theta}_{n, k}^{\mathrm{t}}\right)$ represent the AoD of the $n$th BS corresponding to the GNSS information of the $k$ th MS, which are assumed to be inaccurate.
2) Pilot Length and Power Allocation for Pilot Transmission: After fixing $\boldsymbol{F}_{n}^{\mathrm{p}}$ as in (31), $\mathscr{P}_{1}$ reduces to

$$
\begin{array}{rll}
\mathscr{P}_{1, \mathrm{a}}: & \underset{\mathcal{S}_{\mathrm{tx}}^{\mathrm{pa}}}{\operatorname{minimize}} & N_{\mathrm{p}}\left(\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{a}}\right) \\
& \text { subject to } & \mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{a}} \subseteq \check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{a}}
\end{array}
$$

where $\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{a}} \triangleq\left\{N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right\}_{n=1}^{N_{\mathrm{BS}}}$. The set $\breve{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{a}}$ is defined similarly with $\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}}$ in (28) as

$$
\begin{equation*}
\check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{a}} \triangleq\left\{\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{a}}:(28 \mathrm{a}),(28 \mathrm{~b}),(28 \mathrm{e}),(28 \mathrm{f}), \text { and }(31)\right\} \tag{32}
\end{equation*}
$$

Since $\boldsymbol{P}_{n}^{\mathrm{p}}$ does not affect the objective function, the optimal solution to Problem $\mathscr{P}_{1, \mathrm{a}}$ can be obtained by solving an outerinner problem, where the outer problem is to find the minimum $N_{\mathrm{p}}$ which can give feasible solutions of $\boldsymbol{P}_{n}^{\mathrm{p}}$ to the inner problem satisfying all constraints. The inner problem is expressed for a given $N_{\mathrm{p}}=\tilde{N}_{\mathrm{p}}$ as

$$
\begin{aligned}
\mathscr{P}_{1, \mathrm{~b}}: & \underset{\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{~b}}}{\operatorname{minimize}} 0 \\
& \text { subject to } \mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{~b}} \subseteq \check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{~b}}
\end{aligned}
$$

where $\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{b}} \triangleq\left\{N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right\}_{n=1}^{N_{\mathrm{BS}}}$. The set $\dot{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{b}}$ is defined as $\check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{b}} \triangleq\left\{\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{b}}:(28 \mathrm{a}),(28 \mathrm{~b}),(28 \mathrm{e}),(28 \mathrm{f}),(31)\right.$, and $\left.N_{\mathrm{p}}=\tilde{N}_{\mathrm{p}}\right\}$.

Problem $\mathscr{P}_{1, \mathrm{~b}}$ with zero objective is a standard formula for feasibility problem [88].

Since the functions $e_{\mathrm{sp}}^{\ell}\left(\tilde{\boldsymbol{n}}_{k} ; N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right)$ and $e_{\mathrm{so}}^{\ell}\left(\tilde{\boldsymbol{\eta}}_{k} ; N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right)$ in (28a) and (28b) are inversely proportional to $N_{\mathrm{p}}$, respectively, we can find the optimal $N_{\mathrm{p}}$ of the outer problem by using the bisection method where the inner problem is solved for each outer iteration. To solve the inner problem, we need to deal with the expectation over the information error ranges in the constraints (28a) and (28b). However, the exact probability distributions of the error ranges of channels, positions, and orientations are unknown for an arbitrary MS. Instead, we adopt the sample average approximation method as in [68, eq. (21)] to calculate the expectations for given $\boldsymbol{F}_{n}^{\mathrm{p}}$ as

$$
\begin{align*}
& \mathbb{E}\left\{e_{\mathrm{sp}}^{\ell}\left(\tilde{\boldsymbol{\eta}}_{k} ; N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right)\right\} \approx \frac{1}{N_{\mathrm{sa}}} \sum_{i=1}^{N_{\mathrm{sa}}} \sum_{j=1}^{3}\left[\left(\boldsymbol{J}_{\tilde{\boldsymbol{\eta}}_{k, i}^{(1)}}^{\mathrm{e}}\right)^{-1}\right]_{j, j}  \tag{34a}\\
& \mathbb{E}\left\{e_{\mathrm{so}}^{\ell}\left(\tilde{\boldsymbol{\eta}}_{k} ; N_{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{p}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}\right)\right\} \approx \frac{1}{N_{\mathrm{sa}}} \sum_{i=1}^{N_{\mathrm{sa}}} \sum_{j=4}^{5}\left[\left(\boldsymbol{J}_{\tilde{\boldsymbol{\eta}}_{k, i}^{(1)}}^{\mathrm{e}}\right)^{-1}\right]_{j, j} \tag{34b}
\end{align*}
$$

where $N_{\mathrm{sa}}$ is the number of samples. $\tilde{\boldsymbol{\eta}}_{k, i}^{(1)}$ is the $i$ th sample of $\tilde{\boldsymbol{\eta}}_{k}^{(1)}$ in (20). Specifically, the position and orientation parameters are uniformly sampled within the information error ranges. In addition, we only use the dominant LOS paths in calculating (34a) and (34b), which can be thought of as the worst-case performance because multi-path components independently contribute to the FIM as $N_{\mathrm{rx}}$ and $B$ increase [28]. For the $i$ th sample, the AoDs and AoAs of $N_{\mathrm{BS}}$ LOS paths and $\bar{H}_{n, k}^{(\mathrm{L})}$ can be determined according to the geometric relationship between those parameters and sampled position and orientation. Also, the $i$ th sample for $\alpha_{n, k, 1}$ denoted by $\alpha_{n, k, 1}^{(i)}$ is obtained according to the known distribution, i.e., $\mathcal{C N}\left(0,\left(\bar{H}_{n, k}^{(\mathrm{L})}\right)^{2}\right)$. Consequently, using (17), (18), and (20), the EFIM in (34a) and (34b) is approximated as

$$
\begin{equation*}
\boldsymbol{J}_{\tilde{\boldsymbol{\eta}}_{k, i}^{(1)}}^{\mathrm{e}} \approx \sum_{n=1}^{N_{\mathrm{BS}}}\left[\boldsymbol{T}_{n, k}\right]_{1: 5,1: 5} \boldsymbol{J}_{\left[\boldsymbol{\eta}_{n, k, 1, i}\right]_{1: 5}}\left[\boldsymbol{T}_{n, k}^{\mathrm{T}}\right]_{1: 5,1: 5} \tag{35}
\end{equation*}
$$

where $\boldsymbol{\eta}_{n, k, 1, i}$ is the $i$ th sample of $\boldsymbol{\eta}_{n, k, 1}$ in (10). It is worth noting that by substituting (34a), (34b), and (35) into the constraints (28a) and (28b), the constraint sets become convex with respect to $\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right)^{\frac{1}{2}}$. Then the inner problem $\mathscr{P}_{1, \mathrm{~b}}$ can be approximated by re-defining the constraint set $\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{b}}$ as

$$
\begin{array}{r}
\check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{~b}} \triangleq\left\{\mathcal{S}_{\mathrm{tx}}^{\mathrm{p}, \mathrm{~b}}:\right. \\
\frac{1}{N_{\mathrm{sa}}} \sum_{i=1}^{N_{\mathrm{sa}}} \sum_{j=1}^{3}\left[\left(\boldsymbol{J}_{\tilde{\boldsymbol{\eta}}_{k, i}^{(1)}}^{\mathrm{e}}\right)^{-1}\right]_{j, j} \leqslant \varepsilon_{k}^{\mathrm{p}}, \forall k, \\
\\
\frac{1}{N_{\mathrm{sa}}} \sum_{i=1}^{N_{\mathrm{sa}}} \sum_{j=4}^{5}\left[\left(\boldsymbol{J}_{\tilde{\boldsymbol{\eta}}_{k, i}^{(1)}}^{\mathrm{e}}\right)^{-1}\right]_{j, j} \leqslant \varepsilon_{k}^{\mathrm{o}}, \forall k,
\end{array}
$$

```
Algorithm 1: Joint optimization of pilot length and pilot
power allocation
    Require: \(P_{\mathrm{t}}, \boldsymbol{F}_{n}^{\mathrm{p}}, \forall n\)
    \(\left(N_{\mathrm{p}}^{\mathrm{lo}}, N_{\mathrm{p}}^{\mathrm{up}}\right) \leftarrow\left(1, N_{\mathrm{p}}^{\max }\right)^{3}\)
    while \(N_{\mathrm{p}}\) does not converge within max iteration do
        \(N_{\mathrm{p}} \leftarrow\left(N_{\mathrm{p}}^{\text {lo }}+N_{\mathrm{p}}^{\text {up }}\right) / 2\)
        \(\boldsymbol{P}_{n}^{\mathrm{p}} \leftarrow\) Solving Problem \(\mathscr{P}_{1, \mathrm{~b}}\) with substituting (36)
        if (34a) and (34b) satisfy (28a) and (28b) then
                \(N_{\mathrm{p}}^{\mathrm{up}} \leftarrow N_{\mathrm{p}}\)
            else
                \(N_{\mathrm{p}}^{\text {lo }} \leftarrow N_{\mathrm{p}}\)
            end if
    end while
    Return: \(N_{\mathrm{p}}, \boldsymbol{P}_{n}^{\mathrm{p}}, \forall n\)
```

$$
\begin{equation*}
\left.(28 \mathrm{e}),(28 \mathrm{f}),(31), \text { and } N_{\mathrm{p}}=\tilde{N}_{\mathrm{p}}\right\} \tag{36}
\end{equation*}
$$

where $\boldsymbol{J}_{\tilde{\boldsymbol{\eta}}_{k, i}^{(1)}}^{\mathrm{e}}$ is calculated using (35). Then Problem $\mathscr{P}_{1, \mathrm{~b}}$ using (36) can be efficiently solved for $\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right)^{\frac{1}{2}}$ by using the existing solver, e.g., interior-point method. The proposed algorithm for joint optimization of pilot length and pilot power allocation is summarized in Algorithm 1.

## C. Stage II: Beamforming and Power Allocation for Data Transmission

The main challenge in solving Problem $\mathscr{P}_{2}$ is to jointly design the RF and baseband BF matrices for the BSs and MSs in the network. Since joint optimization of the matrices is highly complicated in cooperative networks, we adopt the two-step BF approach, which has been widely used for hybrid BF design [89], [90]. After the RF BF matrices are determined in the first step, the baseband BF and power allocation are optimized for the effective channels in the second step.

1) RF BF for Data Transmission: After the pilot transmission, the BSs and MSs have the estimates of the channel parameters. Then the RF BF matrices for data transmission are firstly determined using the estimates of the AoDs and AoAs for the LOS paths and for all $n$ and $k$ as [89]

$$
\begin{align*}
\hat{\mathbf{F}}_{n}^{\mathrm{d}} & =\left[\boldsymbol{a}_{\mathrm{t}}\left(\hat{\varphi}_{n, 1,1}^{\mathrm{t}}, \widehat{\theta}_{n, 1,1}^{\mathrm{t}}\right)|\cdots| \boldsymbol{a}_{\mathrm{t}}\left(\hat{\varphi}_{n, N_{\mathrm{MS}}, 1}^{\mathrm{t}}, \widehat{\theta}_{n, N_{\mathrm{MS}}, 1}^{\mathrm{t}}\right)\right]  \tag{37}\\
\hat{\mathbf{W}}_{k}^{\mathrm{d}} & =\left[\boldsymbol{a}_{\mathrm{r}}\left(\hat{\varphi}_{1, k, 1}^{\mathrm{r}}, \hat{\theta}_{1, k, 1}^{\mathrm{r}}\right)|\cdots| \boldsymbol{a}_{\mathrm{r}}\left(\hat{\varphi}_{N_{\mathrm{BS}}, k, 1}^{\mathrm{r}}, \hat{\theta}_{N_{\mathrm{BS}}, k, 1}^{\mathrm{r}}\right)\right] \tag{38}
\end{align*}
$$

where notation $\widehat{x}$ represents the estimated version of $x$. Then the baseband BF matrices $\breve{\mathbf{F}}_{n}^{\mathrm{d}}$ are designed with transmit power allocation $\mathbf{P}_{n}^{\mathrm{d}}$ at the BSs while $\breve{\mathbf{w}}_{k}^{\mathrm{d}}=\mathbf{1}_{N_{\mathrm{BS}}}$ is used for baseband combining at the MSs.

Using (37) and (38) in (26), we analyze the achievable rate of the $k$ th MS. For large number of antennas ( $N_{\mathrm{tx}}$ and $N_{\mathrm{rx}}$ ) and perfect location information, (26) can be upper bounded as

$$
\gamma_{k} \leqslant \tilde{\gamma}_{k}
$$

[^2]where
\[

$$
\begin{equation*}
\tilde{\gamma}_{k} \triangleq \frac{\left|\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, k}^{\mathrm{d}}} \mathbf{w}_{k}^{\dagger} \widehat{\mathbf{H}}_{n, k, l} \mathbf{f}_{n, k}^{\mathrm{d}}\right|^{2}}{\sum_{\substack{j=1,1 \\ j \neq k}}^{N_{\mathrm{MS}}}\left|\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, j}^{\mathrm{d}}} \mathbf{w}_{k}^{\dagger} \widehat{\mathbf{H}}_{n, k, l} \mathbf{f}_{n, j}^{\mathrm{d}}\right|^{2}+\frac{2 P_{\mathrm{n}}}{N_{\mathrm{p}}} \sum_{n=1}^{N_{\mathrm{BS}}} \frac{p_{n, k}^{\mathrm{d}}}{p_{n, k}^{\mathrm{o}}}+P_{\mathrm{n}}\left\|\mathbf{w}_{k}\right\|^{2}} . \tag{39}
\end{equation*}
$$

\]

The proof for the above inequality is given in Appendix E. In (39), we see that the achievable rate of the $k$ th MS is affected by the quality of the channel gain estimation for the $k$ th MS rather than those for other MSs when $N_{\mathrm{tx}}$ and $N_{\mathrm{rx}}$ are large.
2) Baseband BF and Power Allocation for Data Transmission: After fixing the RF BF matrices, the baseband BF and power allocation for the BSs are optimized by solving the following cooperative BF problem,

$$
\begin{array}{rll}
\mathscr{P}_{2, \mathrm{a}}: & \underset{\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{a}}, \mathcal{S}_{\mathrm{rx}}^{\mathrm{d}, \mathrm{a}}}{ } & \sum_{k=1}^{\operatorname{maximize}_{\mathrm{MS}}} \zeta_{k} \log _{2}\left(1+\tilde{\gamma}_{k}\left(\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{a}}, \mathcal{S}_{\mathrm{rx}}^{\mathrm{d}, \mathrm{a}}\right)\right) \\
& \text { subject to } & \mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{a}} \subseteq \check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{a}} \\
& \mathcal{S}_{\mathrm{rx}}^{\mathrm{d}, \mathrm{a}} \subseteq \check{\mathcal{S}}_{\mathrm{rx}}^{\mathrm{d}, \mathrm{a}}
\end{array}
$$

where $\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{a}} \triangleq\left\{\hat{\boldsymbol{F}}_{n}^{\mathrm{d}}, \breve{\boldsymbol{F}}_{n}^{\mathrm{d}}, \boldsymbol{P}_{n}^{\mathrm{d}}\right\}_{n=1}^{N_{\mathrm{BS}}}$ and $\mathcal{S}_{\mathrm{rx}}^{\mathrm{d}, \mathrm{a}} \triangleq\left\{\hat{\boldsymbol{W}}_{k}^{\mathrm{d}}\right\}_{k=1}^{N_{\mathrm{MS}}}$. The set $\breve{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{a}}$ and $\check{\mathcal{S}}_{\mathrm{rx}}^{\mathrm{d}, \mathrm{a}}$ are defined as

$$
\begin{align*}
& \check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{a}} \triangleq\left\{\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{a}}:\left\|\hat{\boldsymbol{F}}_{n}^{\mathrm{d}} \breve{\boldsymbol{F}}_{n}^{\mathrm{d}}\right\|_{\mathrm{F}}^{2}=N_{\mathrm{MS}}, \operatorname{Tr}\left(\boldsymbol{P}_{n}^{\mathrm{d}}\right) \leqslant P_{\mathrm{t}}\right. \\
& \left.\boldsymbol{P}_{n}^{\mathrm{d}} \succcurlyeq \mathbf{0}, \forall n, \text { and }(37)\right\} .  \tag{40}\\
& \breve{\mathcal{S}}_{\mathrm{rx}}^{\mathrm{d}, \mathrm{a}} \triangleq\left\{\mathcal{S}_{\mathrm{rx}}^{\mathrm{d}, \mathrm{a}}:(38)\right\} . \tag{41}
\end{align*}
$$

To solve Problem $\mathscr{P}_{2, \mathrm{a}}$, the BF and power allocation variables are merged and re-organized by introducing the power scaling vector which is common for all BSs [76]. Since the approach using a common power scaling vector is useful to control the desired signal power and interference power from the neighboring BSs, it can provide a sub-optimal solution to the non-convex optimization problem for cooperative BF design. Specifically, we alternate the two procedures, i.e., the baseband BF update and power scaling update, which solve the corresponding subproblems. Besides, we consider the effect of channel estimation error based on the expression in (39).

In the first subproblem, for notational brevity, we define two vectors as $\overline{\boldsymbol{h}}_{k, j} \triangleq\left[\sqrt{p_{1, j}^{d}} \sum_{l=1}^{L} \boldsymbol{w}_{k}^{\dagger} \widehat{\boldsymbol{H}}_{1, k, l} \hat{\boldsymbol{F}}_{1}^{\mathrm{d}} \mid \ldots\right.$ $\left.\mid \sqrt{p_{N_{\mathrm{BS}}, j}^{\mathrm{d}}} \sum_{l=1}^{L} \boldsymbol{w}_{k}^{\dagger} \widehat{\boldsymbol{H}}_{N_{\mathrm{BS}}, k, l} \hat{\boldsymbol{F}}_{N_{\mathrm{BS}}}^{\mathrm{d}}\right]^{\mathrm{T}} \quad$ and $\quad \overline{\boldsymbol{f}}_{k} \triangleq$ $\left[\left(\breve{\boldsymbol{f}}_{1, k}^{\mathrm{d}}\right)^{\mathrm{T}}|\cdots|\left(\breve{\boldsymbol{f}}_{N_{\mathrm{BS}}, k}^{\mathrm{d}}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$. Using these vector notations, $\tilde{\gamma}_{k}$ can be expressed by

$$
\begin{equation*}
\tilde{\gamma}_{k}=\frac{\left|\overline{\boldsymbol{h}}_{k, k}^{\mathrm{T}} \overline{\boldsymbol{f}}_{k}\right|^{2}}{\sum_{j=1, j \neq k}^{N_{\mathrm{MS}}}\left|\overline{\boldsymbol{h}}_{k, j}^{\mathrm{T}} \overline{\boldsymbol{f}}_{j}\right|^{2}+\frac{2 P_{\mathrm{n}}}{N_{\mathrm{p}}} \sum_{n=1}^{N_{\mathrm{BS}}} \frac{p_{n, k}^{\mathrm{d}}}{p_{n, k}^{\mathrm{D}}}+P_{\mathrm{n}}\left\|\boldsymbol{w}_{k}\right\|^{2}} . \tag{42}
\end{equation*}
$$

Using (42), the baseband BF problem is formulated for a given $\boldsymbol{P}_{n}^{\mathrm{d}}=\tilde{\boldsymbol{P}}_{n}^{\mathrm{d}}$ as

$$
\begin{aligned}
\mathscr{P}_{2, \mathrm{~b}}: & \underset{\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{~b}}}{\operatorname{maximize}}
\end{aligned} \sum_{k=1}^{N_{\mathrm{MS}}} \zeta_{k} \log _{2}\left(1+\tilde{\gamma}_{k}\left(\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{~b}}\right)\right),
$$

where $\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{b}} \triangleq\left\{\overline{\boldsymbol{h}}_{k, j}, \forall j, \overline{\boldsymbol{f}}_{k}\right\}_{k=1}^{N_{\mathrm{MS}}}$. The set $\check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{b}}$ is defined as

$$
\begin{gather*}
\check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{~b}} \triangleq\left\{\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{~b}}:\left\|\operatorname{blkdiag}\left(\hat{\boldsymbol{F}}_{1}^{\mathrm{d}}, \hat{\boldsymbol{F}}_{2}^{\mathrm{d}}, \ldots, \hat{\boldsymbol{F}}_{N_{\mathrm{BS}}}^{\mathrm{d}}\right) \overline{\boldsymbol{f}}_{k}\right\|^{2}=1, \forall k\right. \\
\left.(37),(38), \text { and } \boldsymbol{P}_{n}^{\mathrm{d}}=\tilde{\boldsymbol{P}}_{n}^{\mathrm{d}}\right\} \tag{43}
\end{gather*}
$$

which is to satisfy the power normalization for each MS, where blkdiag (•) constitutes a block diagonal matrix. To solve Problem $\mathscr{P}_{2, \mathrm{~b}}$, we apply [76, Algorithm 1] in which the same notations are used by defining the effective noise power $\sigma_{k}^{2} \triangleq \frac{2 P_{\mathrm{n}}}{N_{\mathrm{p}}} \sum_{n=1}^{N_{\mathrm{BS}}} \frac{p_{n, k}^{\mathrm{d}}}{p_{n, k}^{\mathrm{p}}}+P_{\mathrm{n}}\left\|\boldsymbol{w}_{k}\right\|^{2}$ and the two matrices $\boldsymbol{A}_{k} \triangleq \zeta_{k} / \log 2 /\left(\sum_{j=1}^{N_{\mathrm{MS}}}\left|\overline{\boldsymbol{h}}_{k, j}^{\mathrm{T}} \overline{\boldsymbol{f}}_{j}\right|^{2}+\right.$ $\left.\sigma_{k}^{2}\right) \overline{\boldsymbol{h}}_{k, k} \overline{\boldsymbol{h}}_{k, k}^{\dagger}$ and $\boldsymbol{B}_{k} \triangleq \sum_{j \neq k} \gamma_{j} \zeta_{j} / \log 2 /\left(\sum_{i=1}^{N_{\mathrm{MS}}}\left|\overline{\boldsymbol{h}}_{j, i}^{\mathrm{T}} \overline{\boldsymbol{f}}_{i}\right|^{2}+\right.$ $\left.\sigma_{j}^{2}\right) \overline{\boldsymbol{h}}_{j, k} \overline{\boldsymbol{h}}_{j, k}^{\dagger}$. Specifically, the solution to Problem $\mathscr{P}_{2, \mathrm{~b}}$ is obtained by iteratively solving the following problem for each $k$,

$$
\begin{equation*}
\underset{\overline{\boldsymbol{f}}_{k}}{\operatorname{maximize}} \quad \overline{\boldsymbol{f}}_{k}^{\dagger}\left(\boldsymbol{A}_{k}-\boldsymbol{B}_{k}\right) \overline{\boldsymbol{f}}_{k} \tag{44a}
\end{equation*}
$$

subject to $\left\|\operatorname{blkdiag}\left(\hat{\boldsymbol{F}}_{1}^{\mathrm{d}}, \hat{\boldsymbol{F}}_{2}^{\mathrm{d}}, \ldots, \hat{\boldsymbol{F}}_{N_{\mathrm{BS}}}^{\mathrm{d}}\right) \overline{\boldsymbol{f}}_{k}\right\|^{2}=1$.
The problem in (44) can be solved by choosing the dominant eigenvector of the updated $\boldsymbol{A}_{k}-\boldsymbol{B}_{k}$ in each iteration. Let the eigenvalue decomposition be $\boldsymbol{A}_{k}-\boldsymbol{B}_{k}=\boldsymbol{U}_{k} \boldsymbol{\Sigma}_{k} \boldsymbol{U}_{k}^{\mathrm{H}}$ with $\boldsymbol{U}_{k} \triangleq\left[\boldsymbol{u}_{k, 1}\left|\boldsymbol{u}_{k, 2}\right| \cdots \mid \boldsymbol{u}_{k, N_{\mathrm{BS}} N_{\mathrm{MS}}}\right]$, where the diagonal matrix $\boldsymbol{\Sigma}_{k}$ has the eigenvalues in descending order. Then the solution to the problem in (44) can be expressed as

$$
\begin{equation*}
\overline{\boldsymbol{f}}_{k}=\frac{\boldsymbol{u}_{k, 1}}{\left\|\operatorname{blkdiag}\left(\hat{\boldsymbol{F}}_{1}^{\mathrm{d}}, \hat{\boldsymbol{F}}_{2}^{\mathrm{d}}, \ldots, \hat{\boldsymbol{F}}_{N_{\mathrm{BS}}}^{\mathrm{d}}\right) \boldsymbol{u}_{k, 1}\right\|} \tag{45}
\end{equation*}
$$

In the second subproblem, $\tilde{\gamma}_{k}$ is expressed by introducing the power scaling factor $\bar{p}_{k}$ for given $\overline{\boldsymbol{f}}_{k}$ as

$$
\begin{equation*}
\tilde{\gamma}_{k}=\frac{g_{k, k} \bar{p}_{k}}{\sum_{j=1, j \neq k}^{N_{\mathrm{MS}}} g_{k, j} \bar{p}_{j}+a_{k} \bar{p}_{k}+P_{\mathrm{n}}\left\|\boldsymbol{w}_{k}\right\|^{2}} \tag{46}
\end{equation*}
$$

where

$$
\begin{aligned}
g_{k, j} & \triangleq\left|\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \boldsymbol{w}_{k}^{\dagger} \widehat{\boldsymbol{H}}_{n, k} \boldsymbol{f}_{n, j}^{\mathrm{d}}\right|^{2} \\
a_{k} & \triangleq \frac{2 P_{\mathrm{n}}}{N_{\mathrm{p}}} \sum_{n=1}^{N_{\mathrm{BS}}} \frac{\left\|\boldsymbol{f}_{n, k}^{\mathrm{d}}\right\|^{2}}{p_{n, k}^{\mathrm{p}}}
\end{aligned}
$$

Using (46), the power allocation problem is formulated for given $g_{k, j}=\tilde{g}_{k, j}$ and $a_{k}=\tilde{a}_{k}$ as

$$
\begin{aligned}
& \mathscr{P}_{2, \mathrm{c}}: \underset{\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{c}}}{\operatorname{maximize}} \sum_{k=1}^{N_{\mathrm{MS}}} \zeta_{k} \log _{2}\left(1+\tilde{\gamma}_{k}\left(\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{c}}\right)\right) \\
& \text { subject to } \\
& \mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{c}} \subseteq \check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{c}}
\end{aligned}
$$

where $\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{c}} \triangleq\left\{g_{k, j}, a_{k}, \bar{p}_{k}\right\}_{k=1}^{N_{\mathrm{MS}}}$. The set $\check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{c}}$ is defined as

$$
\begin{array}{r}
\check{\mathcal{S}}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{c}} \triangleq\left\{\mathcal{S}_{\mathrm{tx}}^{\mathrm{d}, \mathrm{c}}: \sum_{k=1}^{N_{\mathrm{MS}}}\left\|\hat{\boldsymbol{F}}_{n}^{\mathrm{d}} \breve{\boldsymbol{f}}_{n, k}^{\mathrm{d}}\right\|^{2} \bar{p}_{k} \leqslant P_{\mathrm{t}}, \bar{p}_{k} \geqslant 0, \forall n, k\right. \\
\left.g_{k, j}=\tilde{g}_{k, j}, \text { and } a_{k}=\tilde{a}_{k}, \forall j, k\right\} \tag{48}
\end{array}
$$

We find a local optimal solution to Problem $\mathscr{P}_{2, \mathrm{c}}$ based on the Karush-Kuhn-Tucker (KKT) conditions. To this end, we express


Fig. 2. Network geometry with $N_{\mathrm{BS}}=6$ and $N_{\mathrm{MS}}=8$. The GNSS position information have random errors within 1 m radius in the $x-y$ plane. The UPAs of the BSs are down-tilted by $\theta_{n}^{\mathrm{t}}=30^{\circ}$ from the $x-z$ plane to the direction of the ground. The arrays of MS 1-MS 4 are oriented to the $+x$-axis while that of MS 5-MS 8 are oriented to the $-x$-axis.
the Lagrangian function for Problem $\mathscr{P}_{2, \mathrm{c}}$ as

$$
\begin{align*}
\mathcal{L}= & \sum_{k=1}^{N_{\mathrm{MS}}} \zeta_{k} \log _{2}\left(\frac{\sum_{j=1}^{N_{\mathrm{MS}}} g_{k, j} \bar{p}_{j}+a_{k} \bar{p}_{k}+P_{\mathrm{n}}\left\|\boldsymbol{w}_{k}\right\|^{2}}{\sum_{j=1, j \neq k}^{N_{\mathrm{MS}}} g_{k, j} \bar{p}_{j}+a_{k} \bar{p}_{k}+P_{\mathrm{n}}\left\|\boldsymbol{w}_{k}\right\|^{2}}\right) \\
& +\sum_{n=1}^{N_{\mathrm{BS}}} \mu_{n}\left(P_{\mathrm{t}}-\sum_{k=1}^{N_{\mathrm{MS}}}\left\|\boldsymbol{f}_{n, k}^{\mathrm{d}}\right\|^{2} \bar{p}_{k}\right) \tag{49}
\end{align*}
$$

where $\mu_{n}$ is a Lagrangian multiplier. From the stationarity condition, i.e., $\frac{\partial \mathcal{L}}{\partial \bar{p}_{k}}=0$ and primary feasibility, i.e., $\bar{p}_{k} \geq 0$ of the KKT conditions, we derive the following power update equation,

$$
\begin{equation*}
\bar{p}_{k}=\frac{1}{a_{k}+g_{k, k}}\left[\frac{\left(1-\epsilon_{k}\right) g_{k, k} \zeta_{k}}{t_{k}+\log 2 \sum_{n=1}^{N_{\mathrm{BS}}} \mu_{n}\left\|\boldsymbol{f}_{n, k}^{\mathrm{d}}\right\|^{2}}-b_{k}\right]^{+} \tag{50a}
\end{equation*}
$$

for $k=1,2, \ldots, N_{\mathrm{MS}}$, where

$$
\begin{align*}
& b_{k} \triangleq \sum_{j=1, j \neq k}^{N_{\mathrm{MS}}} g_{k, j} \bar{p}_{j}+P_{\mathrm{n}}\left\|\boldsymbol{w}_{k}\right\|^{2}  \tag{50b}\\
& \epsilon_{k} \triangleq \frac{a_{k} \bar{p}_{k}}{a_{k} \bar{p}_{k}+b_{k}}  \tag{50c}\\
& t_{k} \triangleq \sum_{m=1, m \neq k}^{N_{\mathrm{MS}}} \frac{\zeta_{m} \gamma_{m} g_{m, k}}{\left(g_{m, m}+a_{m}\right) \bar{p}_{m}+b_{m}} . \tag{50~d}
\end{align*}
$$

In (50a), $[x]^{+}$is defined as $[x]^{+} \triangleq \max \{x, 0\}$.
Based on the above approach, we solve Problem $\mathscr{P}_{2, \mathrm{a}}$ by alternately updating the BF vectors and power scaling factors. Specifically, in each outer iteration, (45) is iteratively updated and then (50a) is updated for given $\bar{f}_{k}, b_{k}, \epsilon_{k}, t_{k}$. In (50a), the values of $\mu_{n}$ should be determined to satisfy the power constraint in (48). This can be solved by the multi-dimensional bisection method because $\bar{p}_{k}$ is a monotonic function of $\mu_{n}$. Note that the values of $\bar{p}_{k}$ in the right-hand side of (50a) are taken from that of the previous iteration. The proposed algorithm for joint baseband BF and power allocation of data transmission is summarized in Algorithm 2.

## V. Simulation Results

We now presents results for a case study where the BSs and MSs are located at fixed positions as in Fig. 2. The MSs can be thought of as cars or other IoT devices. We set $N_{\mathrm{BS}}=6$ and $N_{\mathrm{MS}}=8$ in most cases. The antenna arrays of the BSs and MSs are located at the heights of 15 m and of 1.5 m , respectively.

```
Algorithm 2: Joint baseband BF and power allocation of
data transmission
    Require: \(P_{\mathrm{t}}, \boldsymbol{P}_{n}^{\mathrm{p}}, \hat{\boldsymbol{F}}_{n}^{\mathrm{d}}, \boldsymbol{w}_{k}\), for \(n=1,2, \ldots, N_{\mathrm{BS}}\),
    \(k=1,2, \ldots, N_{\mathrm{MS}}\)
    \(\bar{p}_{k} \leftarrow P_{\mathrm{t}} / N_{\mathrm{MS}}, \forall k\)
    \(\overline{\boldsymbol{f}}_{k} \leftarrow \overline{\boldsymbol{h}}_{k, k}^{\dagger} /\left\|\operatorname{diag}\left(\overline{\boldsymbol{F}}_{1}^{\mathrm{d}}, \ldots, \overline{\boldsymbol{F}}_{N_{\mathrm{BS}}}^{\mathrm{d}}\right) \overline{\boldsymbol{h}}_{k, k}\right\|, \forall k\)
    while \(\bar{p}_{k}\) does not converge within max iteration do
        while \(\overline{\boldsymbol{f}}_{k}, \forall k\) does not converge within max iteration
        do
            Update \(\boldsymbol{A}_{k}\) and \(\boldsymbol{B}_{k}\)
            \(\overline{\boldsymbol{f}}_{k} \leftarrow(45), \forall k\)
        end while
        while \(\bar{p}_{k}\) does not converge within max iteration do
            Update \(b_{k}, \epsilon_{k}, t_{k}\) from (50b), (50c), (50d)
            \(\left(\mu_{n}^{(\mathrm{lo})}, \mu_{n}^{(\mathrm{up})}\right) \leftarrow\left(0, \mu_{n}^{(\max )}\right), \forall n\)
        \(\mu_{n} \leftarrow\left(\mu_{n}^{(\mathrm{lo})}+\mu_{n}^{(\mathrm{up})}\right) / 2, \forall n\)
        while \(P_{n}^{\text {sum }}\) or \(\mu_{n}\) does not converge do
                \(\bar{p}_{k} \leftarrow(50 a), \forall k\)
                \(\mu_{n} \leftarrow\left(\mu_{n}^{(\mathrm{lo})}+\mu_{n}^{(\mathrm{up})}\right) / 2, \forall n\)
                \(P_{n}^{\text {sum }} \leftarrow \sum_{k}\left\|\hat{\boldsymbol{F}}_{n}^{\mathrm{d}} \breve{\boldsymbol{f}}_{n, k}^{\mathrm{d}}\right\|^{2} \bar{p}_{k}, \forall n\)
                if \(P_{n}^{\text {sum }}>P_{\mathrm{t}}\) then
                    \(\mu_{n}^{(\text {lo })} \leftarrow \mu_{n}, \forall n\)
                else
                    \(\mu_{n}^{(\text {up })} \leftarrow \mu_{n}, \forall n\)
                end if
        end while
    end while
    end while
    Obtain \(\left\{\breve{\boldsymbol{F}}_{n}^{\mathrm{d}}, \forall n\right\}\) from \(\left\{\overline{\boldsymbol{f}}_{k}, \forall k\right\}\)
    Obtain \(\left\{\boldsymbol{P}_{n}^{\mathrm{d}}, \forall n\right\}\) from \(\left\{\overline{\boldsymbol{f}}_{k}, \bar{p}_{k}, \forall k\right\}\)
    Return: \(\breve{\boldsymbol{F}}_{n}^{\mathrm{d}}, \boldsymbol{P}_{n}^{\mathrm{d}}, \forall n\)
```

The BSs use identical uniform planar arrays (UPAs) where $N_{\mathrm{tx}}$ is equal to the product of the numbers of antenna elements in $x$ and z axes. The MSs use cylindrical arrays, which can be thought of as a product of a circular array and a linear array. The carrier frequency and the bandwidth are set to 38 GHz and 200 MHz , respectively. The channel coherence time is $T_{\mathrm{c}}=0.1 \mathrm{~ms}$. The noise spectral density is assumed as $-174 \mathrm{dBm} / \mathrm{Hz}$. We use the path-loss model for mmWave channels presented in [91, Table A1-4]. The number of multi-path components is set as $L=1$ to obtain useful insights in LOS-dominant mmWave channels. The noise figure at each MS is assumed as 8 dB . The position information and orientation information from the GNSS of the MSs are assumed to have random errors within 1 m radius in x-y plane and $10^{\circ}$ in both angles, respectively. We use different values of $P_{\mathrm{t}}, N_{\mathrm{tx}}$, and $N_{\mathrm{rx}}$ in simulations. The performance of the proposed scheme is evaluated using Algorithm 1 and Algorithm 2, while the baseline schemes are compared by replacing one of the algorithms by the conventional algorithm.

Fig. 3 shows the contour plots of different performance metrics for various locations of a single MS within the network. Since $N_{\mathrm{MS}}=1$, all the BSs have the same pilot power of $P_{\mathrm{t}}$.


Fig. 3. Contour plots for different metrics in the network: $N_{\mathrm{BS}}=6, N_{\mathrm{MS}}=$ $1, N_{\mathrm{tx}}=10 \times 8, N_{\mathrm{rx}}=10 \times 4, P_{\mathrm{t}}=30 \mathrm{dBm}$ with fixed pilot length of $N_{\mathrm{p}}=667$.

The pilot length is fixed as $N_{\mathrm{p}}=667$ to observe the performance behaviors as a function of the MS locations. Interestingly, the performance behaviors of the three metrics have different tendencies along with the MS locations. For example, the position error is minimized when the MS is located between the two parallel BSs in $y$-axis, while the orientation error is minimized in diagonal directions from each BS. The achievable rate is maximized in front of each BS. These results indicate that the pilot length and pilot power should be jointly optimized particularly for multiple MSs to ensure uniformly-good performances.

Fig. 4 compares the trade-off between the achievable sum-rate and the maximum position error among the MSs for different $P_{\mathrm{t}}$. It can be noticed that as the positioning accuracy improves, the achievable rate increases at first because the CSI estimation also improves. However, if a very accurate positioning is required, the achievable rate may decrease as the pilot length increases. Note also that only the right side of the point of the maximum sum rate is meaningful when comparing the rate-accuracy trade-off curves because the rates in the left side can also be achieved in the right side even with smaller positioning error bounds. Therefore, the improvement of the proposed scheme compared to the baseline schemes can be quantified by observing the line between the peak data rate in $y$-axis and the minimum localization error in x -axis. Observing the figure, the proposed scheme has a better rate-accuracy trade-off than that of the baseline schemes. We omit the trade-off curve between the rate and orientation error because it is similar to that of the positioning error.


Fig. 4. Rate-accuracy region for different $P_{\mathrm{t}}: N_{\mathrm{tx}}=10 \times 6$ and $N_{\mathrm{rx}}=10 \times$ 4. The baseline curves are plotted by varying $N_{\mathrm{p}}$ with $\boldsymbol{P}_{n}^{\mathrm{p}}=\frac{P_{\mathrm{t}}}{N_{\mathrm{MS}}} \boldsymbol{I}_{N_{\mathrm{MS}}}, \forall n$.

Fig. 5(a) and Fig. 5(b) show the individual rate-accuracy region of the MSs for the baseline scheme and the proposed scheme, respectively. It can be noticed that the proposed scheme can provide similar localization performances with fairness for different MSs even in the presence of inaccurate GNSS information by setting the same accuracy constraint for the MSs. On the other hand, the baseline scheme provides different rate-accuracy region among the MSs in Fig. 5(a). Note that the average achievable rate for different MSs can also be evenly served by adjusting the weights $\zeta_{k}$ with the techniques in [85].

Fig. 6 verifies the asymptotic upper bound of the achievable rate in (39), which is used in the baseband BF design and power allocation. It is observed that the exact sum rate approaches to the approximated expression as $N_{\mathrm{tx}}$ or $P_{\mathrm{t}}$ increases.

Fig. 7 presents the effects of $N_{\mathrm{tx}}$ and $N_{\mathrm{rx}}$ on the rate-accuracy region. It can be observed that the use of a larger $N_{\mathrm{tx}}$ or a larger $N_{\mathrm{rx}}$ contributes to increase the maximum achievable sum rate and to reduce the minimum positioning error. In particular, increasing $N_{\mathrm{rx}}$ is more effective to improve the rate-accuracy region than increasing $N_{\text {tx }}$.

Fig. 8 shows convergence behaviors of the proposed algorithms for a channel realization. Fig. 8(a) shows the values of $N_{\mathrm{p}}$ within the procedure of the bisection search in Algorithm 1 for different requirements of localization accuracies. It is observed that a longer pilot length is required as the required accuracy increases. In addition, Fig. 8(b) shows that the values of $\bar{p}_{k}$ in Algorithm 2 converge within only a few iterations.

## VI. CONCLUSION

This paper has proposed a cooperative BF and power allocation scheme for pilot and data transmissions with pilot length optimization in mmWave joint communication and localization systems. The user-centric design approach enables to balance the amount of channel usages between pilot and data transmissions and to uniformly provide the localization accuracy for the MSs by setting the same accuracy constraint. Particularly, the joint optimization of pilot length and power provides flexibility in the rate-accuracy region. Then design of the cooperative BF


Fig. 5. Individual rate-accuracy region of the MSs: $N_{\mathrm{tx}}=10 \times 6, N_{\mathrm{rx}}=$ $10 \times 4$, and $P_{\mathrm{t}}=20 \mathrm{dBm}$.


Fig. 6. Verification of asymptotic sum rate expression: $N_{\mathrm{BS}}=6$ with a fixed pilot length of $N_{\mathrm{p}}=1,000$.
and power allocation for data transmission is made possible by taking into account the imperfect estimation and using all the remaining time resources. It is shown that the proposed scheme can improve significantly the rate-accuracy region by efficiently exploiting the wireless resources. From the results, we conclude


Fig. 7. Rate-accuracy region of the proposed scheme for different $N_{\mathrm{tx}}$ and $N_{\mathrm{rx}}: P_{\mathrm{t}}=25 \mathrm{dBm}$.


Fig. 8. Convergence behaviors of the proposed algorithms: $N_{\mathrm{tx}}=10 \times$ $6, N_{\mathrm{rx}}=10 \times 4$, and $P_{\mathrm{t}}=20 \mathrm{dBm}$.
that mmWave networks can efficiently support the users with different requirements of data rate and localization accuracy.

## Appendix A <br> DERIVATION OF FIM IN (12)

Before deriving the elements of $\mathbf{J}_{\boldsymbol{\eta}_{n, k}}$, we define the short notations ignoring the indices $n$ and $k$ as follows,

$$
\begin{align*}
\boldsymbol{a}_{\mathrm{x}, l} & \triangleq \boldsymbol{a}_{\mathrm{x}}\left(\varphi_{n, k, l}^{\mathrm{x}}, \theta_{n, k, l}^{\mathrm{x}}\right)  \tag{51a}\\
\dot{\boldsymbol{a}}_{\mathrm{x}, \varphi, l} & \triangleq \frac{\partial \boldsymbol{G}_{\mathrm{x}}^{\mathrm{T}} \boldsymbol{k}\left(\varphi_{n, k, l}^{\mathrm{x}}, \theta_{n, k, l}^{\mathrm{x}}\right)}{\partial \varphi_{n, k, l}^{\mathrm{x}}} \odot \boldsymbol{a}_{\mathrm{x}, l}  \tag{51b}\\
\dot{\boldsymbol{a}}_{\mathrm{x}, \theta, l} & \triangleq \frac{\partial \boldsymbol{G}_{\mathrm{x}}^{\mathrm{T}} \boldsymbol{k}\left(\varphi_{n, k, l}^{\mathrm{x}}, \theta_{n, k, l}^{\mathrm{x}}\right)}{\partial \theta_{n, k, l}^{\mathrm{x}}} \odot \boldsymbol{a}_{\mathrm{x}, l}  \tag{51c}\\
\boldsymbol{G}_{\mathrm{x}} & \triangleq\left[\boldsymbol{g}_{\mathrm{x}, 1}, \boldsymbol{g}_{\mathrm{x}, 2}, \ldots, \boldsymbol{g}_{\mathrm{x}, N_{\mathrm{x}}}\right] \in \mathbb{R}^{3 \times N_{\mathrm{x}}} \tag{51d}
\end{align*}
$$

for $\mathrm{x} \in\{\mathrm{t}, \mathrm{r}\}$. In (51d), $\boldsymbol{g}_{\mathrm{x}, m}$ is the relative position vector of the $m$ th antenna element with the origin at the array center. Using the definitions in (A), the elements of $\boldsymbol{J}_{\boldsymbol{\eta}_{n, k}}$ are derived as follows,

$$
J_{\varphi_{n, k, l}^{\mathrm{r}}, \varphi_{n, k, l^{\prime}}^{\mathrm{r}}}=\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \boldsymbol{\alpha}_{l^{\prime}} \dot{\boldsymbol{a}}_{\mathrm{r}, \varphi, l}^{\dagger} \dot{\boldsymbol{a}}_{\mathrm{r}, \varphi, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\}
$$

$$
\begin{aligned}
& J_{\varphi_{n, k, l}^{\mathrm{r}}, \theta_{n, k, l^{\prime}}^{\mathrm{r}}}=\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \boldsymbol{\alpha}_{l^{\prime}} \dot{\boldsymbol{a}}_{\mathrm{r}, \varphi, l}^{\dagger} \dot{\boldsymbol{a}}_{\mathrm{r}, \theta, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{l^{\prime}}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& \mathrm{J}_{\varphi_{n, k, l}^{\mathrm{r}}, \varphi_{n, k, l^{\prime}}^{\mathrm{t}}}=-\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \alpha_{l^{\prime}} \dot{\boldsymbol{a}}_{\mathrm{r}, \varphi, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\dot{\boldsymbol{a}}_{\mathrm{t}, \varphi, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\varphi_{n, k, l}^{\mathrm{r}}, \theta_{n, k, l^{\prime}}^{\mathrm{t}}}=-\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \alpha_{l^{\prime}} \dot{\boldsymbol{a}}_{\mathrm{r}, \varphi, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\dot{\boldsymbol{a}}_{\mathrm{t}, \theta, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\varphi_{n, k, l}^{\mathrm{r}}, \tau_{n, k, l^{\prime}}}=\gamma_{\mathrm{p}} \Re\left\{j\left(\alpha_{l}^{*} \alpha_{l^{\prime}} \dot{\boldsymbol{a}}_{\mathrm{r}, \varphi, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(1)}\right\} \\
& Ј_{\varphi_{n, k, l}^{\mathrm{r}}, \boldsymbol{\alpha}_{n, k, l^{\prime}}^{(\mathrm{R})}}=\gamma_{\mathrm{p}} \Re\left\{j\left(\alpha_{l}^{*} \dot{\boldsymbol{a}}_{\mathrm{r}, \varphi, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{l^{\prime}}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& \mathrm{J}_{\varphi_{n, k, l}^{\mathrm{r}}, \alpha_{n, k, l^{\prime}}^{(\mathrm{I})}}=-\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \dot{\boldsymbol{a}}_{\mathrm{r}, \varphi, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{r}}, \theta_{n, k, l^{\prime}}^{\mathrm{r}}}=\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \alpha_{l^{\prime}} \dot{\boldsymbol{a}}_{\mathrm{r}, \theta, l}^{\dagger} \dot{\boldsymbol{a}}_{\mathrm{r}, \theta, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{r}}, \varphi_{n, k, l^{\prime}}^{\mathrm{t}}}=-\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \alpha_{l^{\prime}} \dot{\boldsymbol{a}}_{\mathrm{r}, \theta, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\dot{\boldsymbol{a}}_{\mathrm{t}, \varphi, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{r}}, \theta_{n, k, l^{\prime}}^{\mathrm{t}}}=-\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \alpha_{l^{\prime}} \dot{\boldsymbol{a}}_{\mathrm{r}, \theta, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\dot{\boldsymbol{a}}_{\mathrm{t}, \theta, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{r}}, \tau_{n, k, l^{\prime}}}=\gamma_{\mathrm{p}} \Re\left\{j\left(\boldsymbol{\alpha}_{l}^{*} \alpha_{l^{\prime}} \dot{\boldsymbol{a}}_{\mathrm{r}, \theta, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(1)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{r}}, \alpha_{n, k, l^{\prime}}^{(\mathrm{R})}}=\gamma_{\mathrm{p}} \Re\left\{j\left(\alpha_{l}^{*} \dot{\boldsymbol{a}}_{\mathrm{r}, \theta, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{r}}, \alpha_{n, k, l^{\prime}}^{(\mathrm{I})}}=-\gamma_{\mathrm{p}} \Re\left\{\left(\boldsymbol{\alpha}_{l}^{*} \dot{\boldsymbol{a}}_{\mathrm{r}, \theta, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\varphi_{n, k, l}^{\mathrm{t}}, \varphi_{n, k, l^{\prime}}^{\mathrm{t}}}=\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \alpha_{l^{\prime}} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\dot{\boldsymbol{a}}_{\mathrm{t}, \varphi, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \dot{\boldsymbol{a}}_{\mathrm{t}, \varphi, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l^{\prime}}^{\mathrm{t}}}=\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \alpha_{l^{\prime}} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\dot{\boldsymbol{a}}_{\mathrm{t}, \theta, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \dot{\boldsymbol{a}}_{\mathrm{t}, \varphi, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\varphi_{n, k, l}^{t}, \tau_{n, k, l^{\prime}}}=-\gamma_{\mathrm{p}} \Re\left\{j\left(\alpha_{l}^{*} \boldsymbol{\alpha}_{l^{\prime}} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \dot{\boldsymbol{a}}_{\mathrm{t}, \varphi, l}\right) R_{l, l^{\prime}}^{(1)}\right\} \\
& Ј_{\varphi_{n, k, l}^{\mathrm{t}}, \boldsymbol{\alpha}_{n, k, l^{\prime}}^{(\mathrm{R})}}=-\gamma_{\mathrm{p}} \Re\left\{j\left(\alpha_{l}^{*} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \dot{\boldsymbol{a}}_{\mathrm{t}, \varphi, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& Ј_{\varphi_{n, k, l}^{\mathrm{t}}, \alpha_{n, k, l^{\prime}}^{(\mathrm{I})}}=\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \dot{\boldsymbol{a}}_{\mathrm{t}, \varphi, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l^{\prime}}^{\mathrm{t}}}=\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \boldsymbol{\alpha}_{l^{\prime}} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\dot{\boldsymbol{a}}_{\mathrm{t}, \theta, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \dot{\boldsymbol{a}}_{\mathrm{t}, \theta, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{t}}, \tau_{n, k, l^{\prime}}}=-\gamma_{\mathrm{p}} \Re\left\{j\left(\alpha_{l}^{*} \boldsymbol{\alpha}_{l^{\prime}} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \dot{\boldsymbol{a}}_{\mathrm{t}, \theta, l}\right) R_{l, l^{\prime}}^{(1)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{t}}, \boldsymbol{\alpha}_{n, k, l^{\prime}}^{(\mathrm{R})}}=-\gamma_{\mathrm{p}} \Re\left\{j\left(\alpha_{l}^{*} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \dot{\boldsymbol{a}}_{\mathrm{t}, \theta, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\theta_{n, k, l}^{\mathrm{t}}, \alpha_{n, k, l^{\prime}}^{(\mathrm{I})}}=\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \dot{\boldsymbol{a}}_{\mathrm{t}, \theta, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\tau_{n, k, l}, \tau_{n, k, l^{\prime}}}=\gamma_{\mathrm{p}} \Re\left\{\left(\alpha_{l}^{*} \alpha_{l^{\prime}} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(2)}\right\} \\
& Ј_{\tau_{n, k, l,}, \boldsymbol{\alpha}_{n, k, l^{\prime}}^{(\mathrm{R})}}=\gamma_{\mathrm{p}} \Re\left\{\left(\boldsymbol{\alpha}_{l}^{*} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(1)}\right\} \\
& \boldsymbol{J}_{\tau_{n, k, l}, \alpha_{n, k, l^{\prime}}^{(\mathrm{I})}}=\gamma_{\mathrm{p}} \Re\left\{j\left(\alpha_{l}^{*} \boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(1)}\right\} \\
& J_{\alpha_{n, k, l}^{(\mathrm{R})}, \alpha_{n, k, l^{\prime}}^{(\mathrm{R})}}=\gamma_{\mathrm{p}} \Re\left\{\left(\boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\boldsymbol{\alpha}_{n, k, l}^{(\mathrm{R})}, \boldsymbol{\alpha}_{n, k, l^{\prime}}^{(\mathrm{I})}}=\gamma_{\mathrm{p}} \Re\left\{j\left(\boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\} \\
& J_{\boldsymbol{\alpha}_{n, k, l}^{(\mathrm{I})}, \boldsymbol{\alpha}_{n, k, l^{\prime}}^{(\mathrm{I})}}=\gamma_{\mathrm{p}} \Re\left\{\left(\boldsymbol{a}_{\mathrm{r}, l}^{\dagger} \boldsymbol{a}_{\mathrm{r}, l^{\prime}}\right)\left(\boldsymbol{a}_{\mathrm{t}, l^{\prime}}^{\dagger} \boldsymbol{V}_{n} \boldsymbol{a}_{\mathrm{t}, l}\right) R_{l, l^{\prime}}^{(0)}\right\}
\end{aligned}
$$

where

$$
\begin{aligned}
& \gamma_{\mathrm{p}} \triangleq \frac{N_{\mathrm{rx}} N_{\mathrm{tx}} N_{\mathrm{p}}}{P_{\mathrm{n}}} \\
& \boldsymbol{V}_{n} \triangleq \boldsymbol{F}_{n}^{\mathrm{p}}\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right)^{\frac{1}{2}} \mathbf{1}_{N_{\mathrm{MS}} \times N_{\mathrm{MS}}}\left(\boldsymbol{P}_{n}^{\mathrm{p}}\right)^{\frac{1}{2}}\left(\boldsymbol{F}_{n}^{\mathrm{p}}\right)^{\dagger}
\end{aligned}
$$

Also, ignoring the indices $n$ and $k$, the cross correlations are defined as

$$
\begin{align*}
& R_{l, l^{\prime}}^{(0)} \triangleq \int_{0}^{N_{\mathrm{p}} T_{\mathrm{s}}}\left(s_{n}^{\mathrm{p}}\left(t-\tau_{n, k, l}\right)\right)^{*} s_{n}^{\mathrm{p}}\left(t-\tau_{n, k, l^{\prime}}\right) d t  \tag{52a}\\
& R_{l, l^{\prime}}^{(1)} \triangleq \int_{0}^{N_{\mathrm{p}} T_{\mathrm{s}}}\left(s_{n}^{\mathrm{p}}\left(t-\tau_{n, k, l}\right)\right)^{*} \frac{\partial s_{n}^{\mathrm{p}}\left(t-\tau_{n, k, l^{\prime}}\right)}{\partial \tau_{n, k, l^{\prime}}} d t  \tag{52b}\\
& R_{l, l^{\prime}}^{(2)} \triangleq \int_{0}^{N_{\mathrm{p}} T_{\mathrm{s}}} \frac{\partial\left(s_{n}^{\mathrm{p}}\left(t-\tau_{n, k, l}\right)\right)^{*}}{\partial \tau_{n}} \frac{\partial s_{n}^{\mathrm{p}}\left(t-\tau_{n, k, l^{\prime}}\right)}{\partial \tau_{n, k, l^{\prime}}} d t \tag{52c}
\end{align*}
$$

where using the Parseval's theorem, (52) leads to
$R_{l, l^{\prime}}^{(i)}=\int_{-B / 2}^{B / 2}(2 \pi f)^{i}|P(f)|^{2} \exp \left(-j 2 \pi f\left(\tau_{n, k, l^{\prime}}-\tau_{n, k, l}\right)\right) d f$.

Since $\quad R_{l, l}^{(1)}=0 \quad$ in (53), the values of $J_{\varphi_{l}^{\mathrm{r}}, \tau_{l}}, J_{\theta_{l}^{\mathrm{r}}, \tau_{l}}, \mathrm{~J}_{\varphi_{l}^{\mathrm{t}}, \tau_{l}}, \mathrm{~J}_{\theta_{l}^{\mathrm{t}}, \tau_{l}}, J_{\tau_{l}, \alpha_{l}^{(\mathrm{R})}}$, and $J_{\tau_{l}, \alpha_{l}^{(\mathrm{I})}} \quad$ are always zero. Also, $R_{l, l^{\prime}}^{(i)}=0$ if $l \neq l^{\prime}$.

## Appendix B

## Approximated Block-Diagonal Submatrix in (14)

In (14), each submatrix is approximated by a block-diagonal structure when $\boldsymbol{F}_{n}^{\mathrm{p}}$ includes array steering vectors with large $N_{\mathrm{tx}}$. The entries of $\mathbf{J}_{\boldsymbol{\eta}_{n, k, l}}$ are given as

$$
\begin{align*}
& {\left[\boldsymbol{J}_{\boldsymbol{\eta}_{n, k, l}}\right]_{1: 2,1: 2}=\left[\begin{array}{lll}
J_{\varphi_{n, k, l}^{\mathrm{r}}, \varphi_{n, k, l}^{\mathrm{r}}} & \mathrm{~J}_{\varphi_{n, k, l}^{\mathrm{r}},}, \theta_{n, k, l}^{\mathrm{r}} \\
\mathrm{~J}_{\theta_{n, k, l}^{\mathrm{r}}, \varphi_{n, k, l}^{\mathrm{r}}} & \mathrm{~J}_{\theta_{n, k, l}^{\mathrm{r}},} \theta_{n, k, l}^{\mathrm{r}}
\end{array}\right]}  \tag{54a}\\
& {\left[\boldsymbol{J}_{\boldsymbol{\eta}_{n, k, l}}\right]_{3: 4,3: 4}=\left[\begin{array}{lll}
J_{\varphi_{n, k, l}^{t}, \varphi_{n, k, l}^{\mathrm{t}}} & J_{\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}} \\
\mathrm{~J}_{n, k, l}^{\mathrm{t}}, \varphi_{n, k, l}^{\mathrm{t}} & J_{\theta_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}}
\end{array}\right]}  \tag{54b}\\
& {\left[\mathbf{J}_{\boldsymbol{\eta}_{n, k, l}}\right]_{5,5}=\boldsymbol{J}_{\tau_{n, k, l}, \tau_{n, k, l}}}  \tag{54c}\\
& {\left[\mathbf{J}_{\boldsymbol{\eta}_{n, k, l}}\right]_{6,6}=J_{\boldsymbol{\alpha}_{n, k, l}^{(\mathrm{R})}, \alpha_{n, k, l}^{(\mathrm{R})}}}  \tag{54d}\\
& {\left[\mathbf{J}_{\boldsymbol{n}_{n, k, l}}\right]_{7,7}=J_{\alpha_{n, k, l}^{(\mathrm{I})}, \alpha_{n, k, l}^{(\mathrm{I})}}} \tag{54e}
\end{align*}
$$

where the elements of $\boldsymbol{\eta}_{n, k, l}$ can be found in (10).

## Appendix C

## Proof for the Approximation in (54)

For large $N_{\mathrm{rx}}, N_{\mathrm{tx}}$, and $B$, the following asymptotic results hold,

$$
\begin{align*}
\lim _{N_{\mathrm{x}} \rightarrow \infty} \boldsymbol{A}_{\mathrm{x}}^{\dagger} \boldsymbol{A}_{\mathrm{x}} & =\boldsymbol{I}  \tag{55}\\
\lim _{N_{\mathrm{x}} \rightarrow \infty} \dot{\boldsymbol{A}}_{\mathrm{x}, \varphi}^{\dagger} \boldsymbol{A}_{\mathrm{x}} & =\lim _{N_{\mathrm{x}} \rightarrow \infty} \dot{\boldsymbol{A}}_{\mathrm{x}, \theta}^{\dagger} \boldsymbol{A}_{\mathrm{x}}=\mathbf{0} \tag{56}
\end{align*}
$$

where the definitions of $\boldsymbol{A}_{\mathrm{x}}, \dot{\boldsymbol{A}}_{\mathrm{x}, \varphi}, \dot{\boldsymbol{A}}_{\mathrm{x}, \theta}$ are given by using (51) as

$$
\begin{equation*}
\boldsymbol{A}_{\mathrm{x}} \triangleq\left[\boldsymbol{a}_{\mathrm{x}, 1}, \boldsymbol{a}_{\mathrm{x}, 2}, \ldots, \boldsymbol{a}_{\mathrm{x}, L}\right] \tag{57a}
\end{equation*}
$$

$$
\begin{align*}
& \dot{\boldsymbol{A}}_{\mathrm{x}, \varphi} \triangleq\left[\dot{\boldsymbol{a}}_{\mathrm{x}, \varphi, 1}, \dot{\boldsymbol{a}}_{\mathrm{x}, \varphi, 2}, \ldots, \dot{\boldsymbol{a}}_{\mathrm{x}, \varphi, L}\right]  \tag{57b}\\
& \dot{\boldsymbol{A}}_{\mathrm{x}, \theta} \triangleq\left[\dot{\boldsymbol{a}}_{\mathrm{x}, \theta, 1}, \dot{\boldsymbol{a}}_{\mathrm{x}, \theta, 2}, \ldots, \dot{\boldsymbol{a}}_{\mathrm{x}, \theta, L}\right] \tag{57c}
\end{align*}
$$

The proofs for (55) and (56) can be found in [83, eq. (65)] and $[28$, eq. (18)], respectively. Also, from [28, eq. (21) and eq. (22)], the cross correlation terms defined in (52a) and (52b) satisfy the following limits

$$
\begin{align*}
& \lim _{B \rightarrow \infty} R_{l, l^{\prime}}^{(0)}=0, \text { for } l \neq l^{\prime}  \tag{58}\\
& \lim _{B \rightarrow \infty} R_{l, l^{\prime}}^{(1)}=0, \forall l, l^{\prime} \tag{59}
\end{align*}
$$

## Appendix D

## Derivation of the Matrix Elements in (19)

Following the two-step transformation procedure in [28], we derive the elements of the matrix $\mathbf{T}_{n, k}$ in (19). First of all, we define the rotated position vectors

$$
\begin{aligned}
& \boldsymbol{q}_{n, k}^{\prime} \triangleq \boldsymbol{K}^{-1}\left(\phi_{k}^{\mathrm{r}}, \theta_{k}^{\mathrm{r}}\right)\left(\boldsymbol{q}_{n}-\boldsymbol{p}_{k}\right)=\left[q_{n, k, \mathrm{x}}^{\prime}, q_{n, k, \mathrm{y}}^{\prime}, q_{n, k, \mathrm{z}}^{\prime}\right]^{\mathrm{T}} \\
& \boldsymbol{p}_{n, k}^{\prime} \triangleq \boldsymbol{K}^{-1}\left(\phi_{n}^{\mathrm{t}}, \theta_{n}^{\mathrm{t}}\right)\left(\boldsymbol{p}_{k}-\boldsymbol{q}_{n}\right)=\left[p_{n, k, \mathrm{x}}^{\prime}, p_{n, k, \mathrm{y}}^{\prime}, p_{n, k, \mathrm{z}}^{\prime}\right]^{\mathrm{T}}
\end{aligned}
$$

with the rotation matrix

$$
\boldsymbol{K}(\phi, \theta) \triangleq\left[\begin{array}{ccc}
\cos \phi & -\sin \phi \cos \theta & -\sin \phi \sin \theta \\
\sin \phi & \cos \phi \cos \theta & \cos \phi \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{array}\right]
$$

where the column vectors are defined as $\boldsymbol{K}(\phi, \theta)=\left[\boldsymbol{k}_{1}\left|\boldsymbol{k}_{2}\right| \boldsymbol{k}_{3}\right]$. Then the AoAs for the LOS paths can be calculated as

$$
\begin{aligned}
& \varphi_{n, k, 1}^{\mathrm{r}}=\tan ^{-1}\left(\frac{q_{n, k, \mathrm{y}}^{\prime}}{q_{n, k, \mathrm{x}}^{\prime}}\right) \\
& \theta_{n, k, 1}^{\mathrm{r}}=\cos ^{-1}\left(\frac{q_{n, k, \mathrm{z}}^{\prime}}{\left\|\boldsymbol{q}_{n, k}^{\prime}\right\|}\right) \\
& \tau_{n, k, 1}=\frac{\left\|\boldsymbol{q}_{n, k}^{\prime}\right\|}{c}
\end{aligned}
$$

where $c$ is the speed of light. The AoDs for the LOS paths can also be obtained as

$$
\varphi_{n, k, 1}^{\mathrm{t}}=\tan ^{-1}\left(\frac{p_{n, k, \mathrm{y}}^{\prime}}{p_{n, k, \mathrm{x}}^{\prime}}\right) \text { and } \theta_{n, k, 1}^{\mathrm{t}}=\cos ^{-1}\left(\frac{p_{n, k, \mathrm{z}}^{\prime}}{\left\|\boldsymbol{p}_{n, k}^{\prime}\right\|}\right)
$$

Note that the calculations for the NLOS paths corresponding to $\tilde{\mathbf{p}}_{n, k, l}$ are omitted due to the similarity. From the above relationships, the following derivatives can be calculated,
$\frac{\partial \varphi_{n, k, 1}^{\mathrm{r}}}{\partial \boldsymbol{p}_{k}}=\frac{\left(\boldsymbol{k}_{1} \boldsymbol{k}_{2}^{\mathrm{T}}-\boldsymbol{k}_{2} \boldsymbol{k}_{1}^{\mathrm{T}}\right)\left(\boldsymbol{q}_{n}-\boldsymbol{p}_{k}\right)}{\left(q_{n, k, \mathrm{x}}^{\prime}\right)^{2}+\left(q_{n, k, \mathrm{y}}^{\prime}\right)^{2}}$
$\frac{\partial \theta_{n, k, 1}^{\mathrm{r}}}{\partial \boldsymbol{p}_{k}}=\frac{1}{\sqrt{\left(q_{n, k, \mathrm{x}}^{\prime}\right)^{2}+\left(q_{n, k, \mathrm{y}}^{\prime}\right)^{2}}}\left(\boldsymbol{k}_{3}+\frac{q_{n, k, \mathrm{z}}^{\prime}}{\left\|q_{n, k}^{\prime}\right\|^{2}}\left(\boldsymbol{p}_{k}-\boldsymbol{q}_{n}\right)\right)$
$\frac{\partial \varphi_{n, k, 1}^{\mathrm{t}}}{\partial \boldsymbol{p}_{k}}=\frac{p_{n, k, \mathrm{x}}^{\prime} \boldsymbol{k}_{2}-p_{n, k, \mathrm{y}}^{\prime} \boldsymbol{k}_{1}}{\left(p_{n, k, \mathrm{x}}^{\prime}\right)^{2}+\left(p_{n, k, \mathrm{y}}^{\prime}\right)^{2}}$
$\frac{\partial \theta_{n, k, 1}^{\mathrm{t}}}{\partial \boldsymbol{p}_{k}}=\frac{1}{\sqrt{\left(p_{n, k, \mathrm{x}}^{\prime}\right)^{2}+\left(p_{n, k, \mathrm{y}}^{\prime}\right)^{2}}}\left(\frac{p_{n, k, \mathrm{z}}^{\prime}}{\left\|p_{n, k}^{\prime}\right\|^{2}}\left(\boldsymbol{p}_{k}-\boldsymbol{q}_{n}\right)-\boldsymbol{k}_{3}\right)$

$$
\begin{aligned}
\frac{\partial \boldsymbol{\tau}_{n, k, 1}}{\partial \boldsymbol{p}_{k}} & =\frac{1}{c} \frac{\boldsymbol{p}_{k}-\boldsymbol{q}_{n}}{\left\|\boldsymbol{q}_{n, k}^{\prime}\right\|} \\
\frac{\partial \varphi_{n, k, 1}^{\mathrm{r}}}{\partial \phi_{k}^{\mathrm{r}}} & =\frac{1}{\sqrt{\left(q_{n, k, \mathrm{x}}^{\prime}\right)^{2}+\left(q_{n, k, \mathrm{y}}^{\prime}\right)^{2}}} \\
& \times\left[\begin{array}{c}
-q_{n, k, \mathrm{x}}^{\prime} \cos \phi_{k}^{\mathrm{r}} \cos \theta_{k}^{\mathrm{r}}+q_{n, k, \mathrm{y}}^{\prime} \sin \phi_{k}^{\mathrm{r}} \\
-q_{n, k, \mathrm{x}}^{\prime} \sin \phi_{k}^{\mathrm{r}} \cos \theta_{k}^{\mathrm{r}}-q_{n, k, \mathrm{y}}^{\prime} \cos \phi_{k}^{\mathrm{r}} \\
0
\end{array}\right]\left(\boldsymbol{q}_{n}-\boldsymbol{p}_{k}\right)
\end{aligned}
$$

$$
\frac{\partial \varphi_{n, k, 1}^{\mathrm{r}}}{\partial \theta_{k}^{\mathrm{r}}}=\frac{q_{n, k, \mathrm{x}}^{\prime}}{\sqrt{\left(q_{n, k, \mathrm{x}}^{\prime}\right)^{2}+\left(q_{n, k, \mathrm{y}}^{\prime}\right)^{2}}}\left[\begin{array}{c}
\sin \phi_{k}^{\mathrm{r}} \sin \theta_{k}^{\mathrm{r}} \\
-\cos \phi_{k}^{\mathrm{r}} \sin \theta_{k}^{\mathrm{r}} \\
-\cos \theta_{k}^{\mathrm{r}}
\end{array}\right]^{\mathrm{T}}\left(\boldsymbol{q}_{n}-\boldsymbol{p}_{k}\right)
$$

$$
\frac{\partial \theta_{n, k, 1}^{\mathrm{r}}}{\partial \phi_{k}^{\mathrm{r}}}=\frac{1}{\sqrt{\left(q_{n, k, \mathrm{x}}^{\prime}\right)^{2}+\left(q_{n, k, \mathrm{y}}^{\prime}\right)^{2}}}\left[\begin{array}{c}
-\cos \phi_{k}^{\mathrm{r}} \sin \theta_{k}^{\mathrm{r}} \\
-\sin \phi_{k}^{\mathrm{r}} \sin \theta_{k}^{\mathrm{r}} \\
0
\end{array}\right]^{\mathrm{T}}\left(\boldsymbol{p}_{k}-\boldsymbol{q}_{n}\right)
$$

$$
\frac{\partial \theta_{n, k, 1}^{\mathrm{r}}}{\partial \theta_{k}^{\mathrm{r}}}=\frac{1}{\sqrt{\left(q_{n, k, \mathrm{x}}^{\prime}\right)^{2}+\left(q_{n, k, \mathrm{y}}^{\prime}\right)^{2}}}\left[\begin{array}{c}
-\sin \phi_{k}^{\mathrm{r}} \cos \theta_{k}^{\mathrm{r}} \\
\cos \phi_{k}^{\mathrm{r}} \cos \theta_{k}^{\mathrm{r}} \\
-\sin \theta_{k}^{\mathrm{r}}
\end{array}\right]^{\mathrm{T}}\left(\boldsymbol{p}_{k}-\boldsymbol{q}_{n}\right)
$$

Note that the AoDs and delays are independent of orientation angles. The elements in $\mathbf{T}_{n, k}$ for NLOS paths can also be calculated with respect to $\tilde{\mathbf{p}}_{k}$ in the same way.

## Appendix E

PROOF FOR THE APPROXIMATION IN (39)
Defining

$$
\mathrm{x}_{j} \triangleq \sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, j}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{E}_{n, k, l} \mathbf{f}_{n, j}^{\mathrm{d}}
$$

the expectation term in (26) can be expressed by $\mathbb{E}\left\{\left|\sum_{n=1}^{N_{\mathrm{BS}}} \sum_{l=1}^{L} \sqrt{p_{n, j}^{\mathrm{d}}}\left(\mathbf{w}_{k}^{\mathrm{d}}\right)^{\dagger} \mathbf{E}_{n, k, l} \mathbf{f}_{n, j}^{\mathrm{d}}\right|^{2}\right\}=\mathbb{E}\left\{\left|\mathrm{x}_{j}\right|^{2}\right\}$. Substituting $\mathbf{f}_{n, k}^{\mathrm{d}}=\hat{\mathbf{F}}_{n}^{\mathrm{d}} \mathbf{f}_{n, k}^{\mathrm{d}}$ from (37) and $\mathbf{w}_{k}^{\mathrm{d}}=\sum_{n=1}^{N_{\mathrm{BS}}} \boldsymbol{a}_{\mathrm{r}}\left(\hat{\varphi}_{n, k, 1}^{\mathrm{r}}, \hat{\theta}_{n, k, 1}^{\mathrm{r}}\right)$ from (38) into $x_{j}$, we have

$$
\begin{aligned}
\mathrm{x}_{j}=\sum_{n=1}^{N_{\mathrm{BS}}} \sqrt{p_{n, j}^{\mathrm{d}}} \sqrt{N_{\mathrm{tx}} N_{\mathrm{rx}}} & \left(\sum_{l=1}^{L} \widehat{\alpha}_{n, k, l} \mathrm{~B}_{\mathrm{r}}(n, k, l, k) \mathrm{B}_{\mathrm{t}}(n, k, l, j)\right. \\
& \left.-\sum_{l=1}^{L} \alpha_{n, k, l} \mathrm{~B}_{\mathrm{r}}(n, k, l, k) \mathrm{b}_{n, k, l, j}^{\mathrm{t}}\right)
\end{aligned}
$$

where the beam pattern functions are defined as

$$
\begin{aligned}
\mathrm{B}_{\mathrm{r}}(n, k, l, i) & \triangleq \boldsymbol{a}_{\mathrm{r}}^{\dagger}\left(\widehat{\varphi}_{n, k, l}^{\mathrm{r}}, \widehat{\theta}_{n, k, l}^{\mathrm{r}}\right) \boldsymbol{a}_{\mathrm{t}}\left(\widehat{\varphi}_{n, i, 1}^{\mathrm{r}}, \widehat{\theta}_{n, i, 1}^{\mathrm{r}}\right) \\
\mathrm{B}_{\mathrm{t}}(n, k, l, i) & \triangleq \boldsymbol{a}_{\mathrm{t}}^{\dagger}\left(\varphi_{n, k, l}^{\mathrm{t}}, \theta_{n, k, l}^{\mathrm{t}}\right) \boldsymbol{a}_{\mathrm{t}}\left(\widehat{\varphi}_{n, i, 1}^{\mathrm{t}}, \hat{\theta}_{n, i, 1}^{\mathrm{t}}\right) \\
\mathrm{b}_{n, k, l, j}^{\mathrm{t}} & \triangleq \sum_{i=1}^{N_{\mathrm{MS}}} \mathrm{~B}_{\mathrm{t}}(n, k, l, i)\left[\breve{\mathbf{f}}_{n, j}^{\mathrm{d}}\right]_{i}
\end{aligned}
$$

for $n=1,2, \ldots, N_{\mathrm{BS}}$ and $k, j=1,2, \ldots, N_{\mathrm{MS}}$. If $N_{\mathrm{tx}}$ and $N_{\mathrm{rx}}$ are large enough and the GNSS information is perfect, the functions $\mathrm{B}_{\mathrm{r}}(n, k, l, i)$ and $\mathrm{B}_{\mathrm{t}}(n, k, l, i)$ goes to 1 only if $k=i$
and $l=1$ and 0 otherwise. Therefore, we have

$$
\begin{aligned}
\left|\mathrm{x}_{j}\right|^{2} & \rightarrow \sum_{n=1}^{N_{\mathrm{BS}}} p_{n, j}^{\mathrm{d}} N_{\mathrm{tx}} N_{\mathrm{rx}} \\
& \times \underbrace{\left(\left|\widehat{\alpha}_{n, k, 1}\right|^{2}+\left|\alpha_{n, k, 1}\right|^{2}-\widehat{\alpha}_{n, k, 1} \boldsymbol{\alpha}_{n, k, 1}^{*}-\boldsymbol{\alpha}_{n, k, 1} \widehat{\alpha}_{n, k, 1}^{*}\right)}_{\text {(a) }}
\end{aligned}
$$

for $j=k$, and $\left|\mathrm{x}_{j}\right|^{2} \rightarrow 0$ for $j \neq k$. Using the fact that $x+x^{*}=$ $2 \Re\{x\}$ and $\Re\left\{x y^{*}\right\}=\Re\{x\} \Re\{y\}+\Im\{x\} \Im\{y\}$, The expression (a) can be written as

$$
\begin{aligned}
(\mathrm{a})= & \left|\widehat{\alpha}_{n, k, 1}^{(\mathrm{R})}\right|^{2}+\left|\widehat{\alpha}_{n, k, 1}^{(\mathrm{I})}\right|^{2}+\left|\boldsymbol{\alpha}_{n, k, 1}^{(\mathrm{R})}\right|^{2}+\left|\boldsymbol{\alpha}_{n, k, 1}^{(\mathrm{I})}\right|^{2} \\
& -2 \widehat{\alpha}_{n, k, 1}^{(\mathrm{R})} \boldsymbol{\alpha}_{n, k, 1}^{(\mathrm{R})}-2 \widehat{\alpha}_{n, k, 1}^{(\mathrm{I})} \alpha_{n, k, 1}^{(\mathrm{I})} .
\end{aligned}
$$

Since $\mathbb{E}\left\{\left(\alpha_{n, k, 1}^{(\mathrm{R})}-\widehat{\alpha}_{n, k, 1}^{(\mathrm{R})}\right)^{2}\right\} \geqslant \mathrm{C}\left(\widehat{\alpha}_{n, k, 1}^{(\mathrm{R})}\right)$ for unbiased and efficient estimators, $\mathbb{E}\left\{\left|\mathrm{x}_{k}\right|^{2}\right\}$ can be asymptotically lower bounded by

$$
\mathbb{E}\left\{\left|\mathrm{x}_{k}\right|^{2}\right\} \gtrsim \sum_{n=1}^{N_{\mathrm{BS}}} p_{n, j}^{\mathrm{d}} N_{\mathrm{tx}} N_{\mathrm{rx}}\left(\mathrm{C}\left(\widehat{\alpha}_{n, k, 1}^{(\mathrm{R})}\right)+\mathrm{C}\left(\widehat{\alpha}_{n, k, 1}^{(\mathrm{I})}\right)\right) .
$$

Applying similar analysis of using the beam pattern functions to (15f), we have $\mathrm{C}\left(\widehat{\alpha}_{n, k, 1}^{(\mathrm{R})}\right)=\mathrm{C}\left(\widehat{\alpha}_{n, k, 1}^{(\mathrm{I})}\right)=1 /\left(\gamma_{\mathrm{p}} p_{n, k}^{\mathrm{p}}\right)$. From this, we obtain

$$
\mathbb{E}\left\{\left|\mathrm{x}_{k}\right|^{2}\right\} \gtrsim \frac{2 P_{\mathrm{n}}}{N_{\mathrm{p}}} \sum_{n=1}^{N_{\mathrm{BS}}} \frac{p_{n, k}^{\mathrm{d}}}{p_{n, k}^{\mathrm{p}}} \text { and } \mathbb{E}\left\{\left|\mathrm{x}_{j}\right|^{2}\right\} \rightarrow 0, j \neq k
$$

as $N_{\mathrm{tx}} \rightarrow \infty$ and $N_{\mathrm{rx}} \rightarrow \infty$, which leads to (39).
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[^1]:    ${ }^{1}$ This is the case when a priori probability densities of the parameters are not available, which is a reasonable assumption in mmWave mobile networks.
    ${ }^{2}$ The use of CRLB as a performance metric for localization is desirable due to its tractability and its asymptotical achievability in high signal-to-noise ratio regimes [19].

[^2]:    ${ }^{3} N_{\text {max }}$ is the maximum possible $N_{\mathrm{p}}$ within the channel coherence time $T_{\mathrm{c}}$. $N_{\mathrm{p}}^{\mathrm{lo}}$ and $N_{\mathrm{p}}^{\mathrm{up}}$ are used for bisection method.
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